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ON A DECOMPOSITION OF SQUARE MATRICES

OVER A RING WITH IDENTITY

BY

HEINZ LUNEBURG

Let R be a not necessan" ly commutative ring with 1 and Let P be an
(n by n)-matrix over R. Then P is called a permutation
matrix if, and only if/ the following conditions are satisfied:

(D P^j e <0, 1> for all i/ j e <0, 1, ..., n - 1).

(2) Each row of P contains exactly one 1.

(3) Each column of P contains exactly one 1.

Denote by S the symmetnc group on the set {Q, 1, ..., n - 1}. If
TC e S then ue define P(n) by

P(rr)^ := if n(j) = i then 1 else 0.

Then P(ir) is a permutati'on matn'x and all permutation matnces are ob=
tained in this way, as is uelL-knoun.

The set Mat,, (K) of all (n by n)-matnces over the field K forms a
vector space of dimension n**2 over K and it belongs to the folklore of
permutation matrices that

dim (span (P(ir) I n e S^)) = (n - 1)**2 + i.

Linear Algebra tells us that there exists a basis of the span of
permutatlon matrices consisting entirely of permutation matrices. Sear=
ching for such a basis yields a much more general Theorem.

THEOREM 1. Let R be a not necessarily commutative ring with 1 and let n be
a positive integer. Consider the set Matn^.^(R) of all ((n + 1) by
(n + 1))-matrices over R as a left R-module. Define the submoduLes V^/ V^,
V^ of Matn^. i(R) as foLLous:
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1) V^ consists of aLL a e Matp^^(R) such that a^^. = a, ;, =0 for i :=
0 ton- 1 and a^ = S^, o ^o n-i an-i, j-

2) Let a be an n- and b be an (n - D-tuple over R. Define the mat=
rices C(a) and D(b) by
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respectively uhere X is the sum of the b,-'s. Then V^ consists of all mat=
n'ces of the form C(a) + D(b).

3) V, is the set of all a e Matn^. ^(R) with a^. = 0 for all (i/j) 0
(n, 0), (n/n).

Then Nat^^^(R) is the direct sum of V^, V;, V^. Moreover, V^ is / as
an R-moduLe/ isomorphic to Mat (R).

The proof is Left as an exercise to the reader.

THEOREM 2. Same assumptions and notations as in Theorem 1. Define the per=

mutations a, P e S^^. ^ by a := (0, 1,2,..., n) and p := (1,2,..., n) and set
B(i) := P(a**i) for i := 1 ton and B(n+ i) := P(P**i) for 1 := 1 to

n - 1. Then <B(i) I i := 1 to 2*n - 1} 1s a basis for V^.

Proof. Straightforward.

As a consequence of Theorems 1 and 2 we get

THEOREM 3. Denote by const^^(R) the set of all a e Nat^^^(R) such that
there exists an r e R uith ̂ , ^ ^ " a^ = r = Z^, o to n ail for alL i
and j. Then const,, ^^(R) is a direct sumihand of Mat^^^(R) having a basis
consisting in n**2 + 1 permutation matrices.
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DECOMPOSITION OF SQUARE MATRICES

.
1 _^"T_1-^nd 2 giye a recursion for a basis of const^^^(R) as ueLL

as for a basis of a complement of const^^^(R). As an exampL^iue li^st"the
^L ̂ T^?^i?[ls uhose Pe''i"ytation matnces form a basis of const^(R). The
/'s indicate the steps in the recursion. Moreover, ue List a set of 8 mat=
rices forming a basis of a complement of constgCR).

/0) /.. (B/1) /.. (0/1/2)- (3/2/D/ (1/2) / (0, 1, 2, 3), (0, 2) (1, 3),
(G/H/2)'. (1/2'3^.. (1/3/2). / (0, 1, 2, 3, 4), (0, 2, 4, 1, 3), '(Q;3, 1, 4^^
(0, 4, 3, 2/1), (1, 2, 3, 4), (1, 3) (2, 4) ,"'(1^^ 3^)^ -^^'-f -^/. /^-,
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1.

The^^recursion for the basis of const^^^(R) cLearLy shows that
constn+i(R^ has a basis consisting of n**2 + l permutation matrices.
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