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Abstract. In a real Hilbert space, we consider two classical problems: the global minimization of a smooth and convex
function f (i.e., a convex optimization problem) and finding the zeros of a monotone and continuous operatorM (i.e., a monotone
equation). Attached to the optimization problem, first we study the asymptotic properties of a generalization of Polyak’s Heavy
Ball dynamics introduced in 1964; namely, we consider a positive function b(·) multiplying ∇f . We show small o convergence
rates of the function values dependent on b(·) and weak convergence of trajectories towards minimizers of f . In 2015, Su, Boyd
and Candés introduced a second-order system which could be seen as the continuous-time counterpart of Nesterov’s accelerated
gradient. As the first key point of this paper, we show that for a special choice for b(t), these two seemingly unrelated dynamical
systems are connected: namely, they are time reparametrizations of each other. Every statement regarding the continuous-time
accelerated gradient system can be recovered from its Heavy Ball counterpart.

As the second key point of this paper, we observe that this connection extends beyond the optimization setting. Attached to
the monotone equation involving the operator M , we again consider a Heavy Ball-like system suited for the monotone operator
setting. We derive small o rates for the norm of the operator along the trajectories, and show the weak convergence of the
trajectories towards zeros of M . For a particular case of this system, we establish a time reparametrization equivalence with
the Fast OGDA dynamics introduced by Boţ, Csetnek and Nguyen in 2022, which can be seen as an analog of the continuous
accelerated gradient dynamics, but for monotone operators. Every statement regarding the Fast OGDA system can be recovered
from a Heavy Ball-like system.
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1. Introduction.

1.1. Convex optimization. In a real Hilbert space H, for a convex and continuously differentiable
function f : H → R, consider the minimization problem

(1.1) min
x∈H

f(x),

which we assume to have an optimal solution. Su, Boyd and Candès [25] observed that the second-order
dynamical system

(1.2) ẍ(s) +
α

s
ẋ(s) +∇f(x(s)) = 0 for s ≥ s0 > 0,

can be viewed as a continuous-time counterpart to Nesterov’s accelerated gradient method [18, 19], designed
to efficiently solve this problem. Attouch, Chbani, Peypouquet and Redont [6] and May [17] showed that
when α > 3, any solution x(s) to this dynamical system satisfies f(x(s)) − infH f = o

(
1
s2

)
and converges

weakly to a global minimizer of f as s→ +∞.
Also connected to (1.1), we have the Heavy Ball dynamics first introduced by Polyak [21, 22]

(1.3) ÿ(t) + λẏ(t) +∇f(y(t)) = 0,

where the name comes from the mechanical interpretation of this system: y(t) describes the horizontal
position of an object which moves alongside the graph of the function f in a medium with viscous friction
coefficient λ. For more details about this derivation, we refer the reader to [8]. Álvarez [3] first showed
that any solution y(t) to the Heavy Ball dynamics satisfies f(y(t)) → infH f and converges weakly to a
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global minimizer of f as t → +∞. Later, it was proved that the function values actually exhibit a rate
f(y(t))− infH f = O

(
1
t

)
as t → +∞. Observe how the rates for the function values improve when instead

of a constant friction coefficient λ, we have a so-called asymptotically vanishing damping α
t accompanying

the velocity.
In [7], Attouch, Chbani and Riahi analyzed a more general version of (1.2) which reads

(1.4) ẍ(s) +
α

s
ẋ(s) + b(s)∇f(x(s)) = 0,

where b : [s0,+∞[→ R++ is a differentiable and nondecreasing function and R++ denotes the set of strictly
positive real numbers. They explain how the presence of b(·) can be interpreted as the result of a time
reparametrization of (1.2), which can yield faster convergence rates for the function values provided b(·) is
correctly chosen. Following the same idea, in Section 2 we will study the asymptotic properties of

(1.5) ÿ(t) + λẏ(t) + b(t)∇f(y(t)) = 0 for t ≥ t0 ≥ 0.

We will show that if b(·) satisfies the growth condition supt≥t0
ḃ(t)
b(t) < λ, then any solution y(t) to (1.5)

satisfies f(y(t))− infH f = o

(
1∫ t

t0+t
2

b(r)dr

)
, and it converges weakly to a global minimizer of f as t→ +∞.

Furthermore, and as one of the main points of this paper, in Section 3 we will show that for an appropriate
choice for b(·), (1.5) and (1.2) are time reparametrizations of each other. Every statement regarding (1.2)
can be recovered from properties of (1.5). To condense the previous discussion into a single assertion, we
show that

Nesterov accelerated gradient dynamics can be recovered from the Heavy Ball
dynamics through a time rescaling process.

1.2. Monotone equations. It turns out that this story goes beyond the optimization setting and has
an analog for monotone equations. For a continuous and monotone operator M : H → H, i.e. ⟨M(y) −
M(x), y − x⟩ ≥ 0 for every x, y ∈ H, consider the problem

(1.6) find x ∈ H such that M(x) = 0,

which we assume to have at least one solution.
It is known that the monotone flow dynamical system applied to M ,

(1.7) ẋ(s) +M(x(s)) = 0,

fails in general to produce a solution which converges weakly to a zero of M , unless M is cocoercive, i.e.,
for some β > 0, it holds ⟨M(y) − M(x), y − x⟩ ≥ β∥M(y) − M(x)∥2 for every x, y ∈ H. Attouch, Boţ

and Nguyen [4] proved that in the latter case any solution x(s) to (1.7) satisfies ∥M(x(s))∥ = o
(

1√
s

)
and

converges weakly to a zero of M as s→ +∞.
However, as shown by Attouch and Svaiter in [11], by adding a correction term which is the time

derivative of the operator along the solution, i.e.,

(1.8) λ(s)ẋ(s) +
d

ds
M(x(s)) +M(x(s)) = 0,

where λ(·) is a positive function, then even in case of a monotone operator M any solution x(s) to this
system satisfies ∥M(x(s))∥ → 0 and weakly converges to a zero of M as s → +∞. For λ constant, the
previous system can be rewritten equivalently as being of the form (1.7), but applied to the Moreau-Yosida
regularization of M , which is always cocoercive. Combining second-order in time dynamics with an asymp-
totically vanishing damping of the form α

s has already been proven to produce fast convergence properties in
the optimization setting; it is perhaps not too surprising that this effect can be transposed to the monotone
inclusion setting. Indeed, for a general, possibly set-valued maximally monotone operator M : H → 2H,
Attouch and Peypouquet studied in [9] the system

(1.9) ẍ(s) +
α

s
ẋ(s) +Mλ(s)(x(s)) = 0, where Mλ :=

1

λ

(
Id−(Id+λM)−1

)
.

Mλ is the aforementioned Moreau-Yosida regularization of M of index λ > 0 of M . It is a known fact that
M and Mλ share the same set of zeros. For the above dynamics, if λ(s) grows as s2, the authors show a
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rate of convergence of o
(

1
s2

)
for ∥Mλ(s)(x(s))∥, as well as the weak convergence of x(s) to a zero of M as

s→ +∞.
If M is single-valued and continuous, we would prefer a scheme that evaluates M(x(s)) directly, rather

than through its Moreau-Yosida regularization, also to have a setting that allows explicit discretizations and
therefore forward evaluations of M , not as for (1.9). Combining the ideas of having a correction term like
in (1.8) together with second-order and asymptotically vanishing terms like in (1.9) and a time rescaling
coefficient similar to that of (1.4) gives rise to the Fast OGDA dynamics

(1.10) ẍ(s) +
α

s
ẋ(s) + β(s)

d

ds
M(x(s)) +

1

2

(
β̇(s) +

α

s
β(s)

)
M(x(s)) = 0 for s ≥ s0 > 0,

introduced and studied by Boţ, Csetnek and Nguyen in [14]. Provided that β(·) fulfills a growth condition,

the authors show a rate of o
(

1
sβ(s)

)
for ∥M(x(s))∥ and the weak convergence of x(s) towards a zero of M

as s → +∞. For a more general system where a damping of the form α
sr is considered, we refer the reader

to [15]. When β(·) ≡ 1, the dynamics (1.10) reads

(1.11) ẍ(s) +
α

s
ẋ(s) +

d

ds
M(x(s)) +

α

2s
M(x(s)) = 0.

This is perhaps the most interesting case, since this system admits an explicit discretization which has
identical convergence properties to its continuous-time counterpart, i.e., an algorithm which generates a
sequence (xk)k∈N, combining Nesterov momentum with operator correction terms and using only forward
evaluations ofM , and which fulfills ∥M(xk)∥ = o

(
1
k

)
and converges weakly towards a zero ofM as k → +∞.

In Section 4, we add an inertial term ÿ(t) to (1.8) and we scale the terms d
dtM(y(t)) andM(y(t)) through

positive functions µ(t) and γ(t), which gives rise to the system

(1.12) ÿ(t) + λẏ(t) + µ(t)
d

dt
M(y(t)) + γ(t)M(y(t)) = 0 for t ≥ t0 ≥ 0.

Since we have a constant viscous friction coefficient λ attached to ẏ(t), this system can be seen as the Heavy
Ball dynamics governed by a monotone and continuous operator M . Under a growth condition involving

λ, µ(·) and γ(·), we show that any solution y(t) to this system fulfills ∥M(y(t))∥ = o
(

1
µ(t)

)
and converges

weakly to a zero of M as t→ +∞. Additionally, as the second main point of this paper, in Section 5 we will
show that for an appropriate choice of µ(·) and γ(·), (1.12) and (1.11) are time reparametrizations of each
other. Every statement regarding (1.11) can be recovered from properties of (1.12). To put it succintly,

The Fast OGDA dynamics can be recovered from the Heavy Ball dynamics for
monotone equations through a time rescaling process.

2. Heavy Ball with friction dynamic from the time scaling perspective. As anticipated in
the introduction, attached to the unconstrained minimization problem (1.1), we will study the asymptotic
properties of the solutions to the Heavy Ball with Friction (HBF) dynamical system

(HBF)

{
ÿ(t) + λẏ(t) + b(t)∇f(y(t)) = 0 for t ≥ t0 ≥ 0,

y(t0) = y0, ẏ(t0) = y1,

where y0, y1 ∈ H. It will turn out that the friction parameter λ will play an important role when connecting
(HBF) to other dynamics. First, let us collect the assumptions we will require in the optimization setting.

Assumptions in the optimization setting

The standing assumptions throughout Sections 2 and 3 are that f : H → R is convex and continuously
differentiable, (1.1) has at least one solution, λ > 0, and b : [t0,+∞[→ R++ is continuously differentiable.
At different points in our analysis we will a require one or a combination of the following further
conditions:

(F1) ∇f is Lipschitz continuous on bounded subsets of H;
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(F2) b : [t0,+∞[→ R++ is nondecreasing and satisfies the growth condition

sup
t≥t0

ḃ(t)

b(t)
< λ.

We lay out this section as follows: in Subsection 2.1, we show the existence and uniqueness of solutions
to (HBF), and in Subsection 2.2 we discuss their asymptotic properties. We now introduce the energy
function that will help in our analysis, and show an initial bound that will be needed later. Assume that
x∗ ∈ argmin f , the set of minimizers of f , and that t 7→ y(t) solves (HBF) for t ≥ t0. For 0 ≤ η ≤ λ we
define on [t0,+∞)

Eη(t) := b(t) (f(y(t))− infH f) +
1

2
∥η (y(t)− x∗) + ẏ(t)∥2 + 1

2
η (λ− η) ∥y(t)− x∗∥2 .

The time derivative of Eη(·) at t ≥ t0 gives

d

dt
Eη(t) = ḃ(t) (f(y(t))− infH f) + b(t) ⟨∇f(y(t)), ẏ(t)⟩

+ ⟨η (y(t)− x∗) + ẏ(t), ηẏ(t) + ÿ(t)⟩+ η (λ− η) ⟨y(t)− x∗, ẏ(t)⟩ .(2.1)

According to the distributive property of the inner product and the equation (HBF) we have

⟨η (y(t)− x∗) + ẏ(t), ηẏ(t) + ÿ(t)⟩
= ⟨η (y(t)− x∗) + ẏ(t), λẏ(t) + ÿ(t)⟩+ (η − λ) ⟨η (y(t)− x∗) + ẏ(t), ẏ(t)⟩

= − b(t) ⟨η (y(t)− x∗) + ẏ(t),∇f(y(t))⟩+ η (η − λ) ⟨y(t)− x∗, ẏ(t)⟩+ (η − λ) ∥ẏ(t)∥2 .
By plugging this expression into (2.1), we deduce that for every t ≥ t0

d

dt
Eη(t) = ḃ(t) (f(y(t))− infH f)− ηb(t) ⟨y(t)− x∗,∇f(y(t))⟩+ (η − λ) ∥ẏ(t)∥2

≤
(
ḃ(t)− ηb(t)

)
(f(y(t))− infH f) + (η − λ) ∥ẏ(t)∥2 ,(2.2)

where the last inequality comes from the convexity of f .

2.1. Existence and uniqueness of global solutions. We will rewrite (HBF) as a first-order system
in two variables. It is simple to check that

{
ÿ(t) + λẏ(t) + b(t)∇f(y(t)) = 0,

y(t0) = y0, ẏ(t0) = y1
is equivalent to


ẏ(t) = u(t)− λy(t),

u̇(t) = −b(t)∇f(y(t)),
y(t0) = y0,

u(t0) = λy0 + y1,

where u(t) := λy(t) + ẏ(t). We can write the system above in a more compact way, namely,

(2.3)

{(
ẏ(t), u̇(t)

)
= G(t, y(t), u(t))

(y(t0), u(t0)) =
(
y0, λy0 + y1

)
,

where G : [t0,+∞[×H×H → H×H is given by

G(t, y, u) :=
(
u− λy, −b(t)∇f(y)

)
.

Notice that (2.2) suggests we need the growth condition (F2) to obtain the decreasing property for Eη.

Theorem 2.1. Suppose that (F1) and (F2) hold. Then, the dynamical system (HBF) admits a unique
global solution y : [t0,+∞[→ H.

Proof. Since b(·) is continuously differentiable, it is Lipschitz continuous on the bounded subsets of
[t0,+∞[. This, together with our other assumptions ensures that G is Lipschitz continuous on the bounded
subsets of [t0,+∞[×H × H. According to [23, Theorems 46.2 and 46.3], the ordinary differential equation
(2.3) admits a unique continuously differentiable solution t 7→ (y(t), u(t)) defined on a maximal interval
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[t0, Tmax[, where

Tmax = +∞ or
{
Tmax < +∞ and lim

t→Tmax

∥(y(t), u(t))∥ = +∞
}
.

According to (F2), there exists 0 < η0 < λ such that

ḃ(t)

b(t)
≤ η0 < λ ∀t ≥ t0.

We will now define the energy functional Eη0(·) restricted to the interval [t0, Tmax[. According to the previous
inequality and (2.2), we have for every t ∈ [t0, Tmax[

d

dt
Eη0(t) ≤

(
sup
t≥t0

ḃ(t)

b(t)
− η0

)
b(t)
(
f(y(t))− infH f

)
+ (η0 − λ)

∥∥ẏ(t)∥∥2 ≤ 0.

This means that Eη0
(·) is nonincreasing on [t0, Tmax[. In particular, we obtain that for every t ∈ [t0, Tmax[

1

2

∥∥η0(y(t)− x∗) + ẏ(t)
∥∥2 + 1

2
η0(λ− η0)∥y(t)− x∗∥2 ≤ Eη0

(t) ≤ Eη0
(t0).

This immediately yields that t 7→ ∥y(t)− x∗∥ and thus t 7→ ∥y(t)∥ are bounded on [t0, Tmax[. Since we also
obtain that t 7→ ∥η0(y(t)− x∗) + ẏ(t)∥ is bounded on [t0, Tmax[, using the triangle inequality, we obtain that
t 7→

∥∥ẏ(t)∥∥ and thus t 7→ ∥u(t)∥ are bounded on [t0, Tmax[. So it must be Tmax = +∞, which completes the
proof of this theorem.

2.2. Convergence rates for the function values and weak convergence of trajectories. From
now on, we will assume that the existence of global solutions to (HBF) is given, since the following results
do not require the assumption (F1).

Proposition 2.2. Let y : [t0,+∞[ → H be a solution to (HBF), and suppose that (F2) holds. Then,
the following statements are true:
(i) (integrability results) It holds∫ +∞

t0

b(t) (f(y(t))− infH f) dt < +∞ and

∫ +∞

t0

∥ẏ(t)∥2 dt < +∞.

(ii) (energy functions convergence) The limit limt→+∞ Eη(t) ∈ R exists for every η satisfying 0 ≤ η ≤ λ.

Proof. (i) According to (F2), there exists η0 > 0 such that

sup
t≥t0

ḃ(t)

b(t)
< η0 < λ.

It follows from (2.2) that for every t ≥ t0

(2.4)
d

dt
Eη0(t) ≤

(
sup
t≥t0

ḃ(t)

b(t)
− η0

)
b(t) (f(y(t))− infH f) + (η0 − λ) ∥ẏ(t)∥2 .

The statement follows upon integration of this inequality.
(ii) Let 0 ≤ η ≤ λ. From (2.2) we derive that for every t ≥ t0

d

dt
Eη(t) ≤ (λ− η)b(t) (f(y(t))− infH f) .

The first statement in (i) ensures that the right hand side of this estimate belongs to L1([t0,+∞[ ;R). Hence,
the conclusion follows from Lemma A.2.

For the purpose of studying the convergence and rate of convergence of (HBF), we introduce the function
W : [t0,+∞[ → R+ defined for every t ≥ t0 as

W (t) := (f(y(t))− infH f) +
1

2b(t)
∥ẏ(t)∥2 .

The function is nonincreasing, which plays a crucial role in establishing convergence rates (see [13]). Indeed,
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for every t ≥ t0 we have

(2.5) Ẇ (t) = ⟨∇f(y(t)), ẏ(t)⟩ − ḃ(t)

2b2(t)
∥ẏ(t)∥2 + 1

b(t)
⟨ẏ(t), ÿ(t)⟩ = − 1

b(t)

(
ḃ(t)

2b(t)
+ λ

)
∥ẏ(t)∥2 ≤ 0,

which holds due to the fact that ḃ(t) ≥ 0 for every t ≥ t0. We are now ready for the main convergence results
for (HBF).

Theorem 2.3. Let y : [t0,+∞[ → H be a solution to (HBF), and suppose that (F2) holds. Then, the
following statements are true:
(i) (convergence rates) It holds

W (t) = o

 1∫ t
t+t0

2
b (r) dr

 as t→ +∞.

In particular,

f(y(t))− infH f = o

 1∫ t
t+t0

2
b (r) dr

 and ∥ẏ(t)∥ = o

√√√√ b(t)∫ t
t+t0

2
b (r) dr

 as t→ +∞.

(ii) ( solution convergence) The solution y(t) converges weakly to an element of argmin f as t→ +∞.

Proof. (i) From Proposition 2.2, we infer that
∫ +∞
t0

b(t)W (t)dt < +∞. In particular, for ψ : [t0,+∞[ →
R+ defined as ψ(t) :=

∫ t

t0
b (r)W (r) dr, the limit limt→+∞ ψ(t) ∈ R exists. Hence, for every t ≥ t0 and

r ∈
[
t0+t
2 , t

]
we have, according to the decreasing property of W (·), that W (t) ≤W (r) and thus

0 ≤W (t)

∫ t

t+t0
2

b (r) dr ≤
∫ t

t+t0
2

b (r)W (r) dr = ψ(t)− ψ

(
t+ t0
2

)
→ 0 as t→ +∞,

which gives the desired small o rate for W (·).
(ii) Let 0 < η1 < η2 < λ and x∗ ∈ argmin f . We have for every t ≥ t0

Eη2(t)− Eη1(t) =
1

2
(η2 − η1)λ ∥y(t)− x∗∥2 + (η2 − η1) ⟨y(t)− x∗, ẏ(t)⟩

= (η2 − η1)

(
1

2
λ ∥y(t)− x∗∥2 +

d

dt

(
1

2
∥y(t)− x∗∥2

))
.

Proposition 2.2 (ii) guarantees that limt→+∞ (Eη2
(t)− Eη1

(t)) ∈ R exists. If we set q(t) := 1
2∥y(t) − x∗∥2,

Lemma A.4 ensures that limt→+∞
1
2 ∥y(t)− x∗∥2 exists and is a real number. This shows that the first

condition of the Opial Lemma (see Lemma A.1) is verified. Moreover, the second condition is verified due
to the weak lower semicontinuity of f and the convergence of f(y(t)) to infH f as t→ +∞ from (i).

Let us illustrate the preceding results with two specific choices. For κ > 0 and ρ ≥ 0, consider

b(t) := κ exp (ρt) and b(t) := κtρ,

respectively. Note that in both cases the classical Heavy Ball Method with friction is recovered by setting
(κ, ρ) = (1, 0), yielding a convergence rate of o(1/t) for the function values along the solution [5]. The O (1/k)
convergence rate for the discrete counterpart can be found in [24]. For these choices of b(·) we respectively
have, for t ≥ t0 sufficiently large,∫ t

t+t0
2

b(r)dr =
κ

ρ

[
exp(ρt)− exp

(
ρ(t+ t0)

2

)]
=
κ

ρ
exp(ρt)

[
1− exp

(
ρ(t0 − t)

2

)]
≥ κ

2ρ
exp(ρt),

∫ t

t+t0
2

b(r)dt =
κ

ρ+ 1

[
tρ+1 −

(
t+ t0
2

)ρ+1
]
=

κ

ρ+ 1
tρ+1

[
1−

(
t+ t0
2t

)ρ+1
]
≥ κ

4(ρ+ 1)
tρ+1,

respectively. To comply with the growth condition (F2) for these choices for b(·), we respectively ask that

λ > ρ > 0 and λ >
ρ

t0
≥ 0.



RECOVERING ACCELERATED DYNAMICS FROM HEAVY BALL DYNAMICS 7

The previous estimates lead to the following corollaries, respectively:

Corollary 2.4. Let y : [t0,+∞[ → H be a solution to

ÿ(t) + λẏ(t) + κ exp (ρt)∇f(y(t)) = 0 for t ≥ t0 ≥ 0.

If λ > ρ > 0, then the following statements are true:
(i) (convergence rates) It holds

f(y(t))− infH f = o

(
1

exp(ρt)

)
and ∥ẏ(t)∥ → 0 as t→ +∞.

(ii) ( solution convergence) The solution y(t) converges weakly to an element of argmin f as t→ +∞.

Corollary 2.5. Let y : [t0,+∞[ → H be a solution to

ÿ(t) + λẏ(t) + κtρ∇f(y(t)) = 0 for t ≥ t0 > 0.

If λ >
ρ

t0
≥ 0, then the following statements are true:

(i) (convergence rates) It holds

f(y(t))− infH f = o

(
1

tρ+1

)
and ∥ẏ(t)∥ = o

(
1√
t

)
as t→ +∞.

(ii) ( solution convergence) The solution y(t) converges weakly to an element of argmin f as t→ +∞.

Remark 2.6. Previous statements show that one can get faster rates from the Heavy Ball Method (even
linearly, as in Collorary 2.4). Nevertheless, we emphasize that these dynamics are not only interesting in
terms of their acceleration phenomenon but also because they have a connection with other dynamics in the
literature, for a nonclassical choice of b(·). This was one of the main points made in the introduction, which
we elaborate upon in the next section. Naturally, this framework is only truly meaningful in the continuous-
time setting, since one cannot expect gradient-type algorithms with unbounded step sizes—arising as explicit
discretizations of time-rescaled systems—to converge. In contrast, implicit discretizations, which give rise to
proximal-type methods, inherit the convergence properties of the continuous-time systems.

3. Connection with the dynamical system with asymptotically vanishing damping. For α >
3, we will study the convergence behavior of the second-order dynamical system with an Asymptotically
Vanishing Damping (AVD)

(AVD)

{
ẍ (s) +

α

s
ẋ (s) +∇f (x (s)) = 0 for s ≥ s0 > 0,

x(s0) = x0, ẋ(s0) = x1,

where x0, x1 ∈ H. More specifically, we will show that (AVD) can be derived from (HBF) via a time rescaling
argument. This connection allows us to transfer the convergence results established for (HBF) to (AVD).

3.1. Two equivalent dynamical systems through time rescaling. We start with a solution y :
[t0,+∞[→ H to

(3.1) ÿ(t) + λẏ(t) + b(t)∇f(y(t)) = 0,

and define x(s) := y(τ(s)), where τ : [s0,+∞[→ [t0,+∞[ is a continuously differentiable function such that
τ̇(s) > 0 for every s ≥ s0 > 0 and lims→+∞ τ(s) = +∞. We have

ẋ(s) = τ̇(s)ẏ(τ(s)) and ẍ(s) = τ̈(s)ẏ(τ(s)) +
(
τ̇(s)

)2
ÿ(τ(s)).

These expressions lead to

ẏ(τ(s)) =
1

τ̇(s)
ẋ(s) and ÿ(τ(s)) =

1(
τ̇(s)

)2 [ẍ(s)− τ̈(s)ẏ(τ(s))
]
=

1(
τ̇(s)

)2 [ẍ(s)− τ̈(s)

τ̇(s)
ẋ(s)

]
.

Now, plugging t = τ(s) in (3.1) for s ≥ s0 gives

1(
τ̇(s)

)2 [ẍ(s)− τ̈(s)

τ̇(s)
ẋ(s)

]
+

λ

τ̇(s)
ẋ(s) + b(τ(s))∇f(x(s)) = 0
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or, equivalently,

(3.2) ẍ(s) +

[
λτ̇(s)− τ̈(s)

τ̇(s)

]
ẋ(s) +

(
τ̇(s)

)2
b(τ(s))∇f(x(s)) = 0.

Recall that the Su-Boyd-Candès dynamics [25] are given by

ẍ(s) +
α

s
ẋ(s) +∇f(x(s)) = 0.

Going back to (3.2), to match the asymptotically vanishing damping accompanying the velocity we need the
following to hold λτ̇(s)−

τ̈(s)

τ̇(s)
=
α

s

τ(s0) = t0.

It is straightforward to check that

τ(s) :=
α− 1

λ
ln

(
s

s0

)
+ t0

satisfies the previous differential equation, since

τ̇(s) =
α− 1

λs
and τ̈(s) = −α− 1

λs2
.

We need to assume that α > 1. Furthermore, we want the coefficient attached to ∇f(x(s)) to be 1, i.e.,

(α− 1)2

λ2s2
b(τ(s)) =

(
τ̇(s)

)2
b(τ(s)) = 1 ⇔ b

(
α− 1

λ
ln

(
s

s0

)
+ t0

)
=

λ2s2

(α− 1)2
,

which is fulfilled if we choose

b(t) =

(
λs0
α− 1

)2

exp

(
2λ(t− t0)

α− 1

)
.

Furthermore, we need b(·) to satisfy (F2). Indeed, we have

ḃ(t)

b(t)
=

(
2λ
α−1

)
exp

(
2λ(t−t0)

α−1

)
exp

(
2λ(t−t0)

α−1

) =
2λ

α− 1
< λ ⇔ α > 3.

All in all, with these choices, the solution t 7→ x(t) fulfills

ẍ(s) +
α

s
ẋ(s) +∇f(x(s)) = 0.

Conversely, if for α > 3, x : [s0,+∞[→ H is a solution to the previous system and we define y(t) = x(σ(t)),
where σ : [t0,+∞[→ [s0,+∞[ is a continuously differentiable function such that σ̇(t) > 0 for t ≥ t0 > 0 and
limt→+∞ σ(t) = +∞, arguing in a similar fashion as it was done previously we arrive at

ÿ(t) +

[
α

σ̇

σ(t)
− σ̈(t)

σ̇(t)

]
ẏ(t) +

(
σ̇(t)

)2∇f(y(t)) = 0.

We want the coefficient attached to ẏ(t) to be λ, i.e., we want σ(·) to satisfy the differential equationα
σ̇(t)

σ(t)
− σ̈(t)

σ̇(t)
= λ

σ(t0) = s0,
which is fulfilled by σ(t) := s0 exp

(
λ(t− t0)

α− 1

)
.

With this choice for σ(·), the resulting system reads

ÿ(t) + λẏ(t) + s20 exp

(
2λ(t− t0)

α− 1

)
∇f(y(t)) = 0.

We have thus showed the following statement.

Proposition 3.1. Assume that α > 3, λ > 0 and that s0 > 0, t0 ≥ 0 are initial times. Consider the
following second-order systems:

(3.3)

{
ÿ(t) + λẏ(t) + s20 exp

(
2λ(t−t0)

α−1

)
∇f(y(t)) = 0,

y(t0) = y0, ẏ(t0) = y1,
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and

(3.4)

{
ẍ(s) + α

s ẋ(s) +∇f(x(s)) = 0,

x(s0) = x0, ẋ(s0) = x1.

Then, the following statements are true:
(i) If y : [t0,+∞) → H is a solution to (3.3) and the function τ : [s0,+∞) → [t0,+∞) is given by

τ(s) :=
α− 1

λ
ln

(
s

s0

)
+ t0,

then the reparametrized solution x : [s0,+∞) → H given by x(s) := y(τ(s)) is a solution of (3.4) for initial
conditions

x(s0) = y0 and ẋ(s0) =
α− 1

λs0
y1.

(ii) If x : [s0,+∞) → H is a solution to (3.4) and the function σ : [t0,+∞) → [s0,+∞) is given by

σ(t) := s0 exp

(
λ(t− t0)

α− 1

)
,

then the reparametrized solution y : [t0,+∞) → H given by y(t) := x(σ(t)) is a solution of (3.3) for initial
conditions

y(t0) = x0 and ẏ(t0) =
λs0
α− 1

x1.

3.2. Transferring the convergence results to the (AVD) framework. As a direct corollary of
Theorem 2.3 and Proposition 3.1, we obtain the following theorem.

Theorem 3.2. Let α > 3 and x : [s0,+∞[→ H be a solution to{
ẍ(s) + α

s ẋ(s) +∇f(x(s)) = 0,

x(s0) = x0, ẋ(s0) = x1.

Then, it holds

f(x(s))− infH f = o

(
1

s2

)
and

∥∥ẋ(s)∥∥ = o

(
1

s

)
as s→ +∞.

Furthermore, x(s) converges weakly to an element of argmin f as s→ +∞.

Proof. Let λ > 0 and s0 > 0. As per Proposition 3.1, define y(t) := x(σ(t)). We know that y :
[t0,+∞) → H is a solution to (3.3). Taking into account the fact that σ ◦ τ : [s0,+∞) → [s0,+∞) is the
identity function, we have x(s) = y(τ(s)), and therefore λs

α−1 ẋ(s) = ẏ(τ(s)). Thus, according to Theorem

2.3, we know that for b(t) = s20 exp
(

2λ(t−t0)
α−1

)
, we have

f(x(s))− infH f = o

 1∫ τ(s)
t0+τ(s)

2

b(r)dr

 and
λs

α− 1

∥∥ẋ(s)∥∥ = o

√√√√ b(τ(s))∫ τ(s)
t0+τ(s)

2

b(r)dr

 as s→ +∞.

Notice that for every s ≥ s0 it holds∫ τ(s)

t0+τ(s)
2

b(r)dr = s20

∫ τ(s)

t0+τ(s)
2

exp

(
2λ(r − t0)

α− 1

)
dr

=
s20(α− 1)

2λ

[
exp

(
2λ(τ(s)− t0)

α− 1

)
− exp

(
λ(τ(s)− t0)

α− 1

)]
=
s20(α− 1)

2λ

[(
s

s0

)2

− s

s0

]
and b(τ(s)) = s2. This gives f(x(s)) − infH f = o

(
1
s2

)
and λs

α−1

∥∥ẋ(s)∥∥ → 0 as s → +∞, which verifies the
rates we had claimed in the statement. Since y(t) converges weakly to a global minimizer of f as t → +∞,
so does x(s) = y(τ(s)) as s→ +∞.

4. Heavy Ball dynamics governed by a maximally monotone and continuous operator. In
this section, as anticipated in the introduction, we explore an analog to the Heavy Ball dynamics (HBF), but



10 H. ATTOUCH, R.I. BOŢ, D.A. HULETT, AND D.-K. NGUYEN

tailored to solve problem (1.6). We will study the asymptotic properties of the solutions to the Monotone
Heavy Ball with Friction (M-HBF) dynamical system

(M-HBF)

ÿ(t) + λẏ(t) + µ(t)
d

dt
M(y(t)) + γ(t)M(y(t)) = 0 for t ≥ t0 > 0,

y(t0) = y0, ẏ(t0) = y1,

where y0, y1 ∈ H. Let us collect the assumptions we will need in the monotone operator setting.

Assumptions in the monotone operator setting

The standing assumptions throughout Sections 4 and 5 are that M : H → H is monotone, single-
valued and and continuous (thus, also maximally monotone), (1.6) has at least one solution, λ > 0,
µ : [t0,+∞[→ R++ is continuously differentiable and γ : [t0,+∞[→ R++ is continuous. At different
points in our analysis we will require one or a combination of the following further conditions:
(M1) M is L-Lipschitz continuous for some L ≥ 0;
(M2) µ(·) is nondecreasing, and it holds

lim
t→+∞

γ(t)

µ(t)
=: L > 0, sup

t≥t0

µ̇(t)

γ(t)
< 1 and 2λ− 3L+ inf

t≥t0

µ̇(t)

µ(t)
> 0.

When M is not cocoercive, which is the case for example when it does not arise from a convex potential, the
presence of the “Hessian” term d

dtM(y(t)) in (M-HBF) is needed to ensure convergence rates for the function
values and weak convergence results for the solution.

This section is organized as follows: in Subsection 4.1, we address the existence and uniqueness of strong
global solutions to our system. In Subsection 4.2, we analyze the asymptotic properties of the global solutions
to (M-HBF).

4.1. Existence and uniqueness of strong global solutions. We employ similar arguments to those
used for the existence and uniqueness result for (HBF). First of all, we can rewrite (M-HBF) as a first-order
system in two variables. Indeed, it is straightforward to check that

{
ÿ(t) + λẏ(t) + µ(t) d

dtM(y(t)) + γ(t)M(y(t)) = 0,

y(t0) = y0, ẏ(t0) = y1
is equivalent to


ẏ(t) = u(t)− λy(t)− µ(t)M(y(t)),

u̇(t) =
(
µ̇(t)− γ(t)

)
M(y(t)),

y(t0) = y0,

u(t0) = λy0 + y1 + µ(t0)M(y0),

where u(t) := λy(t) + ẏ(t) + µ(t)M(y(t)), or

(4.1)

{(
ẏ(t), u̇(t)

)
= G(t, y(t), u(t)),

(y(t0), u(t0)) =
(
y0, λy0 + y1 + µ(t0)M(y0)

)
,

where G : [t0,+∞)×H×H → H×H is given by

G(t, y, u) :=
(
u− λy − µ(t)M(y),

(
µ̇(t)− γ(t)

)
M(y)

)
.

The existence and uniqueness of global solutions to (4.1) require strong assumptions, such as the Fréchet
differentiability of M . It is more fitting to consider the existence and uniqueness of strong global solutions,
which only require that M is Lipschitz continuous. We call y : [t0,+∞) → H a strong global solution to
(M-HBF) (see, for example, [12, Definition 3]) if the following statements hold:
(i) y, ẏ : [t0,+∞) → H are locally absolutely continuous, that is, absolutely continuous on each interval

[t0, t1];
(ii) ÿ(t) + λẏ(t) + µ(t) d

dtM(y(t)) + γ(t)M(y(t)) = 0 for almost every t ∈ [t0,+∞);
(iii) y(t0) = y0 and ẏ(t0) = y1.

Theorem 4.1. Suppose that (M1) holds. Then, the dynamical system (M-HBF) admits a unique strong
global solution y : [t0,+∞[→ H.

Proof. We use the first-order reformulation (4.1), and show the existence of strong global solutions to this
differential equation in the Hilbert spaceH×H, which we endow with the inner product ⟨(y, u), (y, u)⟩H×H :=
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⟨y, y⟩+ ⟨u, u⟩ and corresponding norm ∥(y, u)∥H×H :=
√

∥y∥2 + ∥u∥2.
(a) First, we check the Lipschitz continuity of G(t, ·, ·) for each t ∈ [t0,+∞). For (y, u), (y, u) ∈ H ×H∥∥G(t, y, u)−G(t, y, u)

∥∥
H×H

≤
∥∥∥(u− u)− λ(y − y)− µ(t)(M(y)−M(y))

∥∥∥+ ∥∥∥(µ̇(t)− γ(t))(M(y)−M(y))
∥∥∥

≤ ∥u− u∥+ λ∥y − y∥+ L|µ(t)| ∥y − y∥+ L
∣∣µ̇(t)− γ(t)

∣∣∥y − y∥

≤
(
1 + λ+ L|µ(t)|+ L

∣∣µ̇(t)− γ(t)
∣∣)∥∥(y, u)− (y, u)

∥∥
H×H.

By hypothesis, the (dependent on t) Lipschitz constant attached to G(t, ·, ·) is locally integrable.
(b) Now, we prove the local integrability of G(·, y, u) for each y, u ∈ H. We have∫ t1

t0

∥G(s, y, u)∥H×Hds ≤
∫ t1

t0

(∥∥∥u− λy − µ(s)M(y)
∥∥∥+ ∥∥∥(µ̇(s)− γ(s)

)
M(y)

∥∥∥)ds
≤
∫ t1

t0

(
∥u∥+ λ∥y∥+ |µ(s)| ∥M(y)∥+

(∣∣µ̇(s)∣∣+ ∣∣γ(s)∣∣) ∥M(y)∥
)
ds,

and by hypothesis the right-hand side is finite.
With these two conditions verified, we invoke the Cauchy-Lipschitz-Picard theorem (see, for example,

[16, Proposition 6.2.1]) to ensure the existence and uniqueness of a strong global solution to (4.1). The
statement follows from the equivalence between the first- and second-order formulations.

4.2. Convergence rates and weak convergence of the trajectories. In this subsection, we will
assume that we have a global solution y : [t0,+∞[→ H of (M-HBF).

Before proceeding, we introduce the energy function that will help us in our analysis and show some
estimates that we will need later. Suppose x∗ is a zero of M , and t 7→ y(t) solves (M-HBF) for t ≥ t0. For
0 < η < λ, we define

Eη(t) :=
1

2

∥∥∥2η(y(t)− x∗) + 2ẏ(t) + µ(t)M(y(t))
∥∥∥2(E1

η (t))

+ 2η(λ− η)∥y(t)− x∗∥2(E2
η (t))

+ 2ηµ(t)⟨y(t)− x∗,M(y(t))⟩(E3
η (t))

+
1

2
µ2(t)∥M(y(t))∥2.(E4

η (t))

We now compute the time derivative of Eη(·) at a point t ≥ t0

d

dt
E1
η (t) =

〈
2η(y(t)− x∗) + 2ẏ(t) + µ(t)M(y(t)), 2ηẏ(t) + 2ÿ(t) + µ̇(t)M(y(t)) + µ(t)

d

dt
M(y(t))

〉
=

〈
2η(y(t)− x∗) + 2ẏ(t) + µ(t)M(y(t)),

2(η − λ)ẏ(t) +
[
µ̇(t)− 2γ(t)

]
M(y(t))− µ(t)

d

dt
M(y(t))

〉
= 4η(η − λ)

〈
y(t)− x∗, ẏ(t)

〉
+ 2η

[
µ̇(t)− 2γ(t)

]
⟨y(t)− x∗,M(y(t))⟩

− 2ηµ(t)

〈
y(t)− x∗,

d

dt
M(y(t))

〉
+ 4(η − λ)

∥∥ẏ(t)∥∥2
+
{
2
[
µ̇(t)− 2γ(t)

]
+ 2(η − λ)µ(t)

}〈
ẏ(t),M(y(t))

〉
− 2µ(t)

〈
ẏ(t),

d

dt
M(y(t))

〉
+ µ(t)

[
µ̇(t)− 2γ(t)

]
∥M(y(t))∥2 − µ2(t)

〈
M(y(t)),

d

dt
M(y(t))

〉
,

d

dt
E2
η (t) = 4η(λ− η)

〈
y(t)− x∗, ẏ(t)

〉
,
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d

dt
E3
η (t) = 2ηµ̇(t)⟨y(t)− x∗,M(y(t))⟩+ 2ηµ(t)

〈
ẏ(t),M(y(t))

〉
+ 2ηµ(t)

〈
y(t)− x∗,

d

dt
M(y(t))

〉
,

d

dt
E4
η (t) = µ(t)µ̇(t)∥M(y(t))∥2 + µ2(t)

〈
M(y(t)),

d

dt
M(y(t))

〉
.

Putting everything together yields

d

dt
Eη(t) =

d

dt
E1
η (t) +

d

dt
E2
η (t) +

d

dt
E3
η (t) +

d

dt
E4
η (t)

=
{
2η
[
µ̇(t)− 2γ(t)

]
+ 2ηµ̇(t)

}
⟨y(t)− x∗,M(y(t))⟩+ 4(η − λ)

∥∥ẏ(t)∥∥2
+
{
2
[
µ̇(t)− 2γ(t)

]
+ 2(η − λ)µ(t) + 2ηµ(t)

}〈
ẏ(t),M(y(t))

〉
− 2µ(t)

〈
ẏ(t),

d

dt
M(y(t))

〉
+
{
µ(t)

[
µ̇(t)− 2γ(t)

]
+ µ(t)µ̇(t)

}
∥M(y(t))∥2

= 4η
[
µ̇(t)− γ(t)

]
⟨y(t)− x∗,M(y(t))⟩+ 2µ(t)

[
µ̇(t)− γ(t)

]
∥M(y(t))∥2

+ 4(η − λ)
∥∥ẏ(t)∥∥2 − 2µ(t)

〈
ẏ(t),

d

dt
M(y(t))

〉
+ 2
{[

2(η − λ)µ(t) + λµ(t)− 2γ(t)
]
+ µ̇(t)

}〈
ẏ(t),M(y(t))

〉
= 4η

[
µ̇(t)− γ(t)

]
⟨y(t)− x∗,M(y(t))⟩+ 2

3
µ(t)

[
µ̇(t)− γ(t)

]
∥M(y(t))∥2

+ (η − λ)
∥∥ẏ(t)∥∥2 − 2µ(t)

〈
ẏ(t),

d

dt
M(y(t))

〉
+R(t),(4.2)

where R(t) results from rearranging terms and will be made explicit momentarily. Our goal is to have
d
dtEη(t) ≤ 0 for t large enough, which will be ensured under the assumption (M2). Indeed, the growth condi-
tion on µ(·) and γ(·) and the positivity of µ(·) ensure µ̇(t) ≤ γ(t), which makes the coefficients accompanying
⟨y(t)− x∗,M(y(t))⟩ and ∥M(y(t))∥2 nonpositive; the fact that η < λ also makes the term corresponding to∥∥ẏ(t)∥∥2 nonpositive. Furthermore, the monotonicity of M yields〈

ẏ(t),
d

dt
M(y(t))

〉
= lim

s→t

1

(s− t)2

〈
y(s)− y(t),M(y(s))−M(y(t))

〉
≥ 0,

further multiplication by −2µ(t) makes this term nonpositive as well.
It only remains to check that R(t) is nonpositive as well, which requires some preliminary computations.

Define, ε := λ− η > 0, so now R(t) reads
(4.3)

R(t) = −3ε
∥∥ẏ(t)∥∥2 + 2

{[
−2εµ(t) + λµ(t)− 2γ(t)

]
+ ˙µ(t)

}〈
ẏ(t),M(y(t))

〉
+

4

3
µ(t)

[
µ̇(t)− γ(t)

]
∥M(y(t))∥2.

To establish that R(t) is nonpositive for large enough t, we make use of Lemma A.3 and set X := ẏ(t),
Y :=M(y(t)) and A, B, C as

A := −3ε, B :=
(
−2εµ(t) + λµ(t)− 2γ(t)

)
+ µ̇(t), C :=

4

3
µ(t)

[
µ̇(t)− γ(t)

]
.

We have

B2 −AC =
[(
−2εµ(t) + λµ(t)− 2γ(t)

)
+ µ̇(t)

]2
+ 3 · 4

3
εµ(t)

[
µ̇(t)− γ(t)

]
=
[
−2εµ(t) + λµ(t)− 2γ(t)

]2
− 4εµ(t)µ̇(t) + 2

(
λµ(t)− 2γ(t)

)
µ̇(t) +

(
µ̇(t)

)2
+ 4εµ(t)µ̇(t)− 4εµ(t)γ(t)

= 4ε2µ2(t)− 4εµ(t)
(
λµ(t)− 2γ(t)

)
+
(
λµ(t)− 2γ(t)

)2
+ 2
(
λµ(t)− 2γ(t)

)
µ̇(t)

+
(
µ̇(t)

)2 − 4εµ(t)γ(t)
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= µ2(t)

{
4ε2 − 4

(
λ− γ(t)

µ(t)

)
ε+

[
λ− 2γ(t)

µ(t)
+
µ̇(t)

µ(t)

]2}
.(4.4)

Notice that B2 −AC is a quadratic expression in ε. Proposition 4.3, which is an intermediate result before
the main theorem of this subsection, will show that there exists a suitable interval I ⊆ ]0, λ[ with nonempty
interior such that this quadratic expression eventually becomes negative for every ε ∈ I. It also shows
integral statements which will be needed when showing weak convergence of trajectories and small o rates.

Remark 4.2. Assumption (M2) implies in particular that λ > L, a fact that we will need later. Let us
show this claim here. Since

2λ > 3L− inf
t≥t0

µ̇(t)

µ(t)
, there exists δ > 0 such that 2λ− δ ≥ 3L− inf

t≥t0

µ̇(t)

µ(t)
.

Since limt→+∞
γ(t)
µ(t) = L, for every given 0 < ε < δ there exists tε ≥ t0 such that for every t ≥ tε

L− ε ≤ γ(t)

µ(t)
≤ L+ ε, and in particular,

µ̇(t)

µ(t)
≤ (L+ ε)

µ̇(t)

γ(t)
≤ L+ ε,

where in the last estimate we used the assumption supt≥t0
µ̇(t)
γ(t) < 1 and the nondecreasing property of µ.

Now, for every t ≥ tε we have

2λ− δ ≥ 3L− inf
t≥t0

µ̇(t)

µ(t)
≥ 3L− µ̇(t)

µ(t)
≥ 3L− L− ε = 2L− ε,

from which we deduce

2λ > 2L+ δ − ε > 2L and thus λ > L.

Proposition 4.3. Let x∗ be a zero of M and y : [t0,+∞[→ H be a solution to (M-HBF), and suppose
that (M2) holds. Then, the following statements are true:
(i) (energy functions convergence) The limit limt→+∞ Eλ−ε(t) ∈ R exists for every ε in a given interval I
⊆ ]0, λ[.

(ii) (integrability results) It holds∫ +∞

t0

µ(t)⟨y(t)− x∗,M(y(t))⟩dt < +∞,

∫ +∞

t0

∥∥ẏ(t)∥∥2dt < +∞,

∫ +∞

t0

µ2(t)∥M(y(t))∥2dt < +∞.

Proof. (i) Just as we mentioned before the previous remark, we want to find an interval I with nonempty
interior, independent of time, such that I ⊆ ]0, λ[ and such that for every ε ∈ I the quadratic expression
(4.4) becomes negative for large enough t. We do this in two steps: first, we show that the discriminant,
which depends on t, stays away from zero as t→ +∞, and thus the (also dependent on t) roots are properly
separated as t → +∞. Second, we show that the left and right roots stay respectively below and above
certain thresholds as t→ +∞. Combining these facts will yield the desired interval I.
To proceed, we first observe that, according to (M2), and since λ > L following Remark 4.2, we can choose
δ1, δ2 such that

(4.5) max

{
2− λ

L
, sup
t≥t0

µ̇(t)

γ(t)

}
< δ1 < δ2 < 1.

After some algebraic manipulation, we deduce that

λ− 2γ(t)

µ(t)
+
µ̇(t)

µ(t)
< λ+ (δ1 − 2)

γ(t)

µ(t)
< λ+ (δ2 − 2)

γ(t)

µ(t)
< λ− γ(t)

µ(t)
∀t ≥ t0.

Moreover, we know that there exist δ̃2 > δ̃1 > 0 satisfying

(4.6) 0 < λ+ (δ1 − 2)L < δ̃1 < δ̃2 < λ+ (δ2 − 2)L.

Using limt→+∞
γ(t)
µ(t) = L > 0, we know that there exist t1 ≥ t0 such that

(4.7) λ− 2γ(t)

µ(t)
+
µ̇(t)

µ(t)
< λ+ (δ1 − 2)

γ(t)

µ(t)
≤ δ̃1 < δ̃2 ≤ λ+ (δ2 − 2)

γ(t)

µ(t)
< λ− γ(t)

µ(t)
∀t ≥ t1.



14 H. ATTOUCH, R.I. BOŢ, D.A. HULETT, AND D.-K. NGUYEN

On the other hand, according to (M2), we know that

L− λ < λ− 2L+ inf
t≥t0

µ̇(t)

µ(t)
.

Again recalling that λ > L, we can construct δ̃4 > δ̃3 > 0 and t2 ≥ t1 such that

L− λ < −δ̃4 < −δ̃3 < λ− 2L+ inf
t≥t0

µ̇(t)

µ(t)
and

γ(t)

µ(t)
− λ ≤ −δ̃4 < −δ̃3 ≤ λ− 2γ(t)

µ(t)
+ inf

t≥t0

µ̇(t)

µ(t)
≤ λ− 2γ(t)

µ(t)
+
µ̇(t)

µ(t)
∀t ≥ t2.(4.8)

Combining (4.7) and (4.8) yields

γ(t)

µ(t)
− λ ≤ −δ̃4 < −δ̃3 ≤ λ− 2γ(t)

µ(t)
+
µ̇(t)

µ(t)
≤ δ̃1 < δ̃2 ≤ λ− γ(t)

µ(t)
∀t ≥ t2.

Without loss of generality, since both cases can be handed identically, we may assume that

max
{
δ̃1, δ̃3

}
= δ̃1.

Therefore, the reduced discriminant of (4.4) satisfies

(4.9) ∆t := 4

[(
λ− γ(t)

µ(t)

)2

−
(
λ− 2γ(t)

µ(t)
+
µ̇(t)

µ(t)

)2
]
≥ 4

(
δ̃22 − δ̃21

)
> 0 ∀t ≥ t2,

and thus stays away from zero as t→ +∞. Now, choose δ3 > 0 such that

δ3 < min

{
L, λ− L,

1

2

√
δ̃22 − δ̃21

}
.

Once again using the fact that limt→+∞
γ(t)
µ(t) = L, there exists t3 ≥ t2 such that

(4.10) λ− L− δ3 ≤ λ− γ(t)

µ(t)
≤ λ− L+ δ3 ∀t ≥ t3.

The roots of the quadratic expression (in ε) in equation (4.4) are

εt :=
1

2

(
λ− γ(t)

µ(t)

)
− 1

4

√
∆t and εt :=

1

2

(
λ− γ(t)

µ(t)

)
+

1

4

√
∆t.

Now, using (4.9) and (4.10) we can deduce

δ3 <
1

2

√
δ̃22 − δ̃21 ⇒ λ− L+ δ3 −

√
δ̃22 − δ̃21 < λ− L− δ3

⇒ εt =
1

2

(
λ− γ(t)

µ(t)

)
− 1

4

√
∆t <

1

2

(
λ− L+ δ3 −

√
δ̃22 − δ̃21

)
<

1

2
(λ− L− δ3) ∀t ≥ t3.

Similarly, we obtain
1

2
(λ− L+ δ3) < εt ∀t ≥ t3.

Thus, we define the interval I as

I :=

[
1

2
(λ− L− δ3) ,

1

2
(λ− L+ δ3)

]
⊆
]
εt, εt

[
∀t ≥ t3.

The way we chose δ3 also ensures that

I ⊆ ]0, λ[.

Thus, for every ε ∈ I, the term (4.4) becomes negative, i.e.,

B2 −AC < 0 for every ε ∈ I and every t ≥ t3,

and we recall that according to Lemma A.3, this in turn implies R(t) ≤ 0 for all t ≥ t3, which is what
we wanted. Having shown (4.3), we go back to (4.2) and we drop the nonpositive terms corresponding to〈
ẏ(t), d

dtM(y(t))
〉
and R(t). For every η = λ− ε > 0 with ε ∈ I, it holds

d

dt
Eη(t) ≤ 4η

[
µ̇(t)− γ(t)

]
⟨y(t)− x∗,M(y(t))⟩+ (η − λ)

∥∥ẏ(t)∥∥2 + 2

3
µ(t)

[
µ̇(t)− γ(t)

]
∥M(y(t))∥2
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≤ 0 ∀t ≥ t3.(4.11)

This means that for every η = λ− ε, where ε ∈ I, Eη(·) is nonincreasing on [t3,+∞[, therefore

0 ≤ Eη(t) ≤ Eη(t3) for t ≥ t3(4.12)

and

lim
t→+∞

Eη(t) ∈ R exists.(4.13)

In particular, going back to (E1
η (t))-(E4

η (t)), we deduce that

(4.14) ∥M(y(t))∥ ≤
√

2Eη(t3)
µ(t)

and ⟨y(t)− x∗,M(y(t))⟩ ≤ Eη(t3)
2ηµ(t)

∀t ≥ t3.

(ii) From (4.5) and (4.10), for every t ≥ t3 we have

µ̇(t)

γ(t)
≤ δ1 < 1 and L− δ3 ≤ γ(t)

µ(t)
≤ L+ δ3 ⇒ (1− δ1)γ(t) ≤ γ(t)− µ̇(t)

⇒ (1− δ1)(L− δ3)µ(t) ≤ (1− δ1)γ(t) ≤ γ(t)− µ̇(t).

Going back to (4.11), we integrate the inequality from t3 to t ≥ t3 and obtain

4η(L− δ3)(1− δ1)

∫ t

t3

µ(s)⟨y(s)− x∗,M(y(s))⟩ds+ (λ− η)

∫ t

t3

∥∥ẏ(s)∥∥2ds
+

2

3
(L− δ3)(1− δ1)

∫ t

t3

µ2(s)∥M(y(s))∥2ds

≤ 4η

∫ t

t3

[
γ(s)− µ̇(s)

]
⟨y(s)− x∗,M(y(s))⟩ds+ (λ− η)

∫ t

t3

∥∥ẏ(s)∥∥2ds
+

2

3

∫ t

t3

µ(s)
[
γ(s)− µ̇(s)

]
∥M(y(s))∥2ds

≤ Eη(t3)− Eη(t),
which produces the required integrability results.

We are now in a position to state and prove the main theorem of this section.

Theorem 4.4. Let x∗ be a zero of M and y : [t0,+∞[→ H be a solution to (M-HBF), and suppose that
(M2) holds. Then, the following statements are true:
(i) (convergence rates) It holds

(4.15) ∥M(y(t))∥ = o

(
1

µ(t)

)
, ⟨y(t)− x∗,M(y(t))⟩ = o

(
1

µ(t)

)
,
∥∥ẏ(t)∥∥→ 0 as t→ +∞.

(ii) ( solution convergence) The solution y(t) converges weakly to a zero of M as t→ +∞.

Proof. (i) Let I ⊆ ]0, λ[ be the interval provided by Proposition 4.3 (i). Choose ε1, ε2 ∈ I such that
ε1 ̸= ε2. Set ηi := λ− εi, i = 1, 2. We have

Eη2
(t)− Eη1

(t) =
1

2

∥∥∥2η2(y(t)− x∗) + 2ẏ(t) + µ(t)M(y(t))
∥∥∥2 − 1

2

∥∥∥2η1(y(t)− x∗) + 2ẏ(t) + µ(t)M(y(t))
∥∥∥2

+ 2
[
η2(λ− η2)− η1(λ− η1)

]
∥y(t)− x∗∥2 + 2(η2 − η1)µ(t)⟨y(t)− x∗,M(y(t))⟩

= 2
(
η22 − η21

)
∥y(t)− x∗∥2 + 2(η2 − η1)

〈
y(t)− x∗, 2ẏ(t) + µ(t)M(y(t))

〉
+
[
2λ(η2 − η1)− 2

(
η22 − η21

)]
∥y(t)− x∗∥2 + 2(η2 − η1)µ(t)⟨y(t)− x∗,M(y(t))⟩

= 4(η2 − η1)

[
λ

2
∥y(t)− x∗∥2 +

〈
y(t)− x∗, ẏ(t) + µ(t)M(y(t))

〉]
.

Define, for t ≥ t0,

p(t) :=
λ

2
∥y(t)− x∗∥2 +

〈
y(t)− x∗, ẏ(t) + µ(t)M(y(t))

〉
.
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Because of (4.13), and since η2 − η1 ̸= 0, we deduce that

lim
t→+∞

p(t) ∈ R exists.

With this at hand, we can now rewrite Eη1
(t) for every t ≥ t0 as

Eη1
(t) =

1

2

∥∥∥2η1(y(t)− x∗) + 2ẏ(t) + µ(t)M(y(t))
∥∥∥2 + 2η1(λ− η1)∥y(t)− x∗∥2

+ 2η1µ(t)⟨y(t)− x∗,M(y(t))⟩+ 1

2
µ2(t)∥M(y(t))∥2

=
1

2

[
4η21∥y(t)− x∗∥2 + 4η1

〈
y(t)− x∗, 2ẏ(t) + µ(t)M(y(t))

〉
+
∥∥∥2ẏ(t) + µ(t)M(y(t))

∥∥∥2]
+ 2η1λ∥y(t)− x∗∥2 − 2η21∥y(t)− x∗∥2 + 2η1µ(t)⟨y(t)− x∗,M(y(t))⟩+ 1

2
µ2(t)∥M(y(t))∥2

= 4η1p(t) +
1

2

∥∥∥2ẏ(t) + µ(t)M(y(t))
∥∥∥2 + 1

2
µ2(t)∥M(y(t))∥2

= 4η1p(t) +
∥∥∥ẏ(t) + µ(t)M(y(t))

∥∥∥2 + ∥∥ẏ(t)∥∥2.
Define

h(t) :=
∥∥∥ẏ(t) + µ(t)M(y(t))

∥∥∥2 + ∥∥ẏ(t)∥∥2.
Since both limt→+∞ Eη1

(t) and limt→+∞ p(t) exist, so does limt→+∞ h(t). Notice that∫ t

t0

h(s)ds ≤ 3

∫ t

t0

∥∥ẏ(s)∥∥2ds+ 2

∫ t

t0

µ2(s)∥M(y(s))∥2ds,

and the integrals on the right-hand side remain finite as t → +∞ according to Proposition 4.3 (i) (ii), i.e.,∫ +∞
t0

h(t)dt < +∞. Combining this with the existence of limt→+∞ h(t) allows us to deduce

lim
t→+∞

h(t) = 0.

This implies

lim
t→+∞

∥ẏ(t)∥ = 0,

combining this with limt→+∞
∥∥ẏ(t) + µ(t)M(y(t))

∥∥ = 0 gives

lim
t→+∞

µ(t)∥M(y(t))∥ = 0, or ∥M(y(t))∥ = o

(
1

µ(t)

)
as t→ +∞.

Using the boundedness of t 7→ ∥y(t)− x∗∥ produces

⟨y(t)− x∗,M(y(t))⟩ = o

(
1

µ(t)

)
as t→ +∞.

(ii) We will make use of Opial’s Lemma. Define, for t ≥ t0,

q(t) :=
1

2
∥y(t)− x∗∥2 +

∫ t

t0

µ(s)⟨y(s)− x∗,M(y(s))⟩ds.

Recalling the definition of p(·), we have

λq(t) + q̇(t) =
λ

2
∥y(t)− x∗∥2 +

〈
y(t)− x∗, ẏ(t) + µ(t)M(y(t))

〉
+ λ

∫ t

t0

µ(s)⟨y(s)− x∗,M(y(s))⟩ds

= p(t) + λ

∫ t

t0

µ(s)⟨y(s)− x∗,M(y(s))⟩ds.

According to Proposition 4.3 (ii) , the integral in the previous sum converges as t→ +∞. Since we already
established that limt→+∞ p(t) exists, we are lead to

lim
t→+∞

(
λq(t) + q̇(t)

)
∈ R exists.

Using Lemma A.4, we obtain the existence of limt→+∞ q(t). Using again that
∫ +∞
t0

µ(s)⟨y(s)−x∗,M(y(s))⟩ds
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< +∞, we finally deduce that

lim
t→+∞

∥y(t)− x∗∥ exists.

Thus, the first condition of Opial’s Lemma is met. For the second condition, let y be a sequential cluster
point y(t) as t → +∞, which means there exists a sequence (tn)n∈N ⊆ [t0,+∞[ such that tn → +∞ as
n→ +∞ and

y(tn)⇀ y as n→ +∞.

Since we already know that ∥M(y(t))∥ = o
(

1
µ(t)

)
as t→ +∞ and µ(·) is nondecreasing, we haveM(y(tn)) →

0 as n→ +∞. Since M is maximally monotone, its graph is closed in Hweak ×Hstrong, thus

M(y) = 0.

Now both conditions of Opial’s Lemma (see Lemma A.1) are fulfilled, from which we finally conclude the
proof of this theorem.

5. Connection with a system with asymptotically vanishing damping governed by a mono-
tone and continuous operator. Here, as it was done in the optimization setting, we will study the
convergence behavior of an analog to (AVD) which is suited for monotone equations. Namely, we will be
studying the fast OGDA system (see [14]) for the case β(s) ≡ 1, which for α > 2 reads

(fOGDA)

ẍ(s) +
α

s
ẋ(s) +

d

ds
M(x(s)) +

α

2s
M(x(s)) = 0 for s ≥ s0 > 0,

x(s0) = x0, ẋ(s0) = x1,

where x0, x1 ∈ H. More specifically, we will show that (fOGDA) can be derived from (M-HBF) via a time
rescaling argument. Again, this connection allows us to transfer the convergence results established for
(M-HBF) to (fOGDA).

5.1. Two equivalent dynamical systems through time rescaling. Similar to what was done in
Section 3, we start with a solution y : [t0,+∞[→ H to

(5.1) ÿ(t) + λẏ(t) + µ(t)
d

dt
M(y(t)) + γ(t)M(y(t)) = 0,

and define x(s) := y(τ(s)), where τ : [s0,+∞[→ [t0,+∞[ is a continuously differentiable function such that
τ̇(s) > 0 for every s ≥ s0 > 0 and lims→+∞ τ(s) = +∞. We have

ẋ(s) = τ̇(s)ẏ(τ(s)) and ẍ(s) = τ̈(s)ẏ(τ(s)) +
(
τ̇(s)

)2
ÿ(τ(s)).

These expressions lead to

ẏ(τ(s)) =
1

τ̇(s)
ẋ(s) and ÿ(τ(s)) =

1(
τ̇(s)

)2 [ẍ(s)− τ̈(s)ẏ(τ(s))
]
=

1(
τ̇(s)

)2 [ẍ(s)− τ̈(s)

τ̇(s)
ẋ(s)

]
.

Moreover
d

ds

(
M(y(·)) ◦ τ

)
(s) = τ̇(s)

d

dt
M(y(t))

∣∣∣
t=τ(s)

⇒ d

dt
M(y(t))

∣∣∣
t=τ(s)

=
1

τ̇(s)

d

ds
M(x(s)).

Now, plugging t = τ(s) in (5.1) gives

1(
τ̇(s)

)2 [ẍ(s)− τ̈(s)

τ̇(s)
ẋ(s)

]
+

λ

τ̇(s)
ẋ(s) + µ(τ(s))

1

τ̇(s)

d

ds
M(x(s)) + γ(τ(s))M(x(s)) = 0

or, equivalently,

(5.2) ẍ(s) +

[
λτ̇(s)− τ̈(s)

τ̇(s)

]
ẋ(s) + τ̇(s)µ(τ(s))

d

ds
M(x(s)) +

(
τ̇(s)

)2
γ(τ(s))M(x(s)) = 0.

We briefly recall that the Fast OGDA dynamical system [14], for constant β(·) ≡ 1, is

(5.3) ẍ(s) +
α

s
ẋ(s) +

d

ds
M(x(s)) +

α

2s
M(x(s)) = 0 for s ≥ s0 > 0.
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Going back to (5.2), if we want an asymptotically vanishing damping coefficient accompanying the velocity,
we need to ask for λτ̇(s)−

τ̈(s)

τ̇(s)
=
α

s

τ(s0) = t0.

Since it was done before in Section 3, we don’t repeat the derivation for finding the solution here. We know
that for s ≥ s0 > 0, the function

(5.4) τ(s) :=
α− 1

λ
ln(s) +

(
−α− 1

λ
ln(s0) + t0

)
=
α− 1

λ
ln

(
s

s0

)
+ t0

satisfies this differential equation. We have

τ̇(s) =
α− 1

λs
⇒

(
τ̇(s)

)2
=

(α− 1)2

λ2s2
.

We need, of course, to assume that α > 1. Furthermore, we want the coefficient attached to M(x(s)) to be
α
2s , i.e., (

τ̇(s)
)2
γ(τ(s)) =

α

2s
⇔ γ

(
α− 1

λ
ln

(
s

s0

)
+ t0

)
=
α

2
· λ2s

(α− 1)2
,

which is fulfilled if we choose

γ(t) :=
α

2
· λ2s0
(α− 1)2

exp

(
λ(t− t0)

α− 1

)
.

Set µ(·) = γ(·). Notice that for every t ≥ t0

µ̇(t)

γ(t)
=
µ̇(t)

µ(t)
=

(
λs0
α−1

)2
· λ
α−1 exp

(
λ(t−t0)
α−1

)
(

λs0
α−1

)2
exp

(
λ(t−t0)
α−1

) =
λ

α− 1
.

Thus, the assumption (M2) is satisfied if and only if

λ

α− 1
< 1 and 2λ− 3 +

λ

α− 1
> 0.

After rearranging terms, the two previous inequalities are equivalent to

(5.5)
3(α− 1)

2α− 1
=

3

2 + 1
α−1

< λ < α− 1.

In particular,

3(α− 1)

2α− 1
< α− 1 ⇔ 2 < α.

We now turn our attention to the coefficient attached to d
dsM(x(s)) in (5.2). Since we want to reach (5.3),

we need
α

2
· λ

α− 1
= τ̇(s)µ(τ(s)) = 1 ⇔ λ =

2(α− 1)

α
.

We must verify that this choice of λ satisfies inequality (5.5). Indeed,

2(α− 1)

α
< α− 1 ⇔ 2 < α and

3(α− 1)

2α− 1
<

2(α− 1)

α
⇔ 3α < 4α− 2 ⇔ 2 < α.

All in all, s 7→ x(s) fulfills

ẍ(s) +
α

s
ẋ(s) +

d

ds
M(x(s)) +

α

2s
M(x(s)) = 0.

Conversely, if for α > 2, x : [s0,+∞[→ H is a solution of the previous system and we define y(t) := x(σ(t)),
where σ : [t0,+∞[→ [s0,+∞[ is a continuously differentiable function such that σ̇(t) > 0 for all t ≥ t0 ≥ 0
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and limt→+∞ σ(t) = +∞, arguing in a similar fashion as it was done previously we arrive at

ÿ(t) +

[
α
σ̇(t)

σ(t)
− σ̈(t)

σ̇(t)

]
ẏ(t) + σ̇(t)

d

dt
M(y(t)) +

α

2
·
(
σ̇(t)

)2
σ(t)

M(y(t)) = 0.

We want the coefficient attached to ẏ(t) to be λ = 2(α−1)
α . For this end, we need σ to satisfy the differential

equation α
σ̇(t)

σ(t)
− σ̈(t)

σ̇(t)
=

2(α− 1)

α
,

σ(t0) = s0,
which is fulfilled by σ(t) := s0 exp

(
2(t− t0)

α

)
.

With this choice for σ(·), the resulting system reads

ÿ(t) +
2(α− 1)

α
ẏ(t) +

2s0
α

exp

(
2(t− t0)

α

)
d

dt
M(y(t)) +

2s0
α

exp

(
2(t− t0)

α

)
M(y(t)) = 0.

It is straightforward to check (we have actually done this already when going from the Heavy Ball system
to the Fast OGDA dynamics) that

λ =
2(α− 1)

α
and µ(t) = γ(t) =

2s0
α

exp

(
2(t− t0)

α

)
∀t ≥ t0

satisfy (M2), and thus all the results ensured by Theorem 4.4 hold.
We have essentially shown the following proposition.

Proposition 5.1. Assume that α > 2 and that s0 > 0, t0 ≥ 0 are initial times. Consider the following
second-order systems:

(5.6)

{
ÿ(t) + 2(α−1)

α ẏ(t) + 2s0
α exp

(
2(t−t0)

α

)
d
dtM(y(t)) + 2s0

α exp
(

2(t−t0)
α

)
M(y(t)) = 0,

y(t0) = y0, ẏ(t0) = y1,

and

(5.7)

{
ẍ(s) + α

s ẋ(s) +
d
dsM(x(s)) + α

2sM(x(s)) = 0,

x(s0) = x0, ẋ(s0) = x1.

Then, the following statements are true:
(i) If y : [t0,+∞) → H is a solution to (5.6) and the function τ : [s0,+∞) → [t0,+∞) is given by

τ(s) :=
α

2
ln

(
s

s0

)
+ t0,

then the reparametrized solution x : [s0,+∞) → H given by x(s) := y(τ(s)) is a solution to (5.7) for initial
conditions

x(s0) = y0 and ẋ(s0) =
α

2s0
y1.

(ii) If x : [s0,+∞) → H is a solution to (5.7) and the function σ : [t0,+∞) → [s0,+∞) is given by

σ(t) := s0 exp

(
2(t− t0)

α

)
,

then the reparametrized solution y : [t0,+∞) → H given by y(t) := x(σ(t)) is a solution to (5.6) for initial
conditions

y(t0) = x0 and ẏ(t0) =
2s0
α
x1.

5.2. Transferring the rates to Fast OGDA. A direct consequence of Theorem 4.4 and Proposition
5.1 yields the following theorem.

Theorem 5.2. Let α > 2, s0 > 0, and x : [s0,+∞[→ H be a solution to{
ẍ(s) + α

s ẋ(s) +
d
dsM(x(s)) + α

2sM(x(s)) = 0,

x(s0) = x0, ẋ(s0) = x1.
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and let x∗ be a zero of M . Then, it holds

∥M(x(s))∥ = o

(
1

s

)
, ⟨x(s)− x∗,M(x(s))⟩ = o

(
1

s

)
,
∥∥ẋ(s)∥∥ = o

(
1

s

)
as s→ +∞.

Furthermore, x(s) converges weakly to a zero of M as s→ +∞.

Proof. The proof is near identical to the one in the optimization setting. As per Proposition 5.1, define
y(t) := x(σ(t)). We know that y : [t0,+∞) → H is a solution to (5.6). Again, the function σ◦τ : [s0,+∞) →
[s0,+∞) is the identity, which gives x(s) = y(τ(s)) and 2s

α ẋ(s) = ẏ(τ(s)) for every s ≥ s0. According to

Theorem 4.4, if we set µ(t) = γ(t) = 2s0
α exp

(
2(t−t0)

α

)
for all t ≥ t0, then it holds, as s→ +∞,

∥M(x(s))∥ = o

(
1

µ(τ(s))

)
, ⟨x(s)− x∗,M(x(s))⟩ = o

(
1

µ(τ(s))

)
and

2s

α

∥∥ẋ(s)∥∥→ 0

We just need to compute µ(τ(s)). We readily see

µ(τ(s)) = µ

(
α

2
ln

(
s

s0

)
+ t0

)
=

2s0
α

exp

(
2

α
· α
2
ln

(
s

s0

))
=

2s

α
,

which immediately shows the rates claimed in the statement. Since y(t) converges weakly to a zero of M as
t→ +∞, so does x(s) = y(τ(s)) as s→ +∞.

Appendix A. Auxiliary results. In what follows, we recall some results used throughout the paper.
A key tool in proving the weak convergence of the solutions is Opial’s Lemma (see [20])

Lemma A.1. (Opial) Let S be a nonempty subset of H and let x : [t0,+∞[→ H. Assume that
(i) for every x∗ ∈ S, limt→+∞ ∥x(t)− x∗∥ exists;
(ii) every weak sequential limit point of x(t), as t→ +∞, belongs to S.
Then x(t) converges weakly as t→ +∞, and its limit belongs to S.

The following result can be found in [1, Lemma 5.1].

Lemma A.2. Let δ > 0. Suppose that F : [δ,+∞) → R is locally absolutely continuous, bounded from
below, and there exists G ∈ L1 ([δ,+∞) ;R) such that for almost every t ≥ δ

d

dt
F (t) ≤ G(t).

Then the limit lim
t→+∞

F (t) ∈ R exists.

Lemma A.3. Let A,B,C ∈ R be such that A ̸= 0 and B2 −AC ≤ 0. The following statements are true:
(i) if A > 0, then it holds

A ∥x∥2 + 2B ⟨x, y⟩+ C ∥y∥2 ≥ 0 ∀x, y ∈ H;

(ii) if A < 0, then it holds

A ∥x∥2 + 2B ⟨x, y⟩+ C ∥y∥2 ≤ 0 ∀x, y ∈ H.
The following lemma appears as Lemma A.3 in [15] and generalizes Lemma A.2 from [10].

Lemma A.4. Let a > 0, r ∈ [0, 1] and q : [t0,+∞) → R be a continuously differentiable function such
that

lim
t→+∞

(
q(t) +

tr

a
q̇(t)

)
= ℓ ∈ R.

Then it holds limt→+∞ q(t) = ℓ.
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[14] R.I. Boţ, E.R. Csetnek, D.-K. Nguyen, Fast Optimistic Gradient Descent Ascent (OGDA) in continuous and discrete
time, Foundations of Computational Mathematics 25 (1) (2025), 162–222
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