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Abstract. The aim of this paper is to study measure-theoretical rigidity and partial
rigidity for classes of Cantor dynamical systems including Toeplitz systems and enumera-
tion systems. We use Bratteli diagrams to control invariant measures that are produced in
our constructions. This leads to systems with desired properties. Among other things, we
show that there exist Toeplitz systems with zero entropy which are not partially measure
-theoretically rigid with respect to any of its invariant measures. We investigate enumer-
ation systems defined by a linear recursion, prove that all such systems are partially rigid
and present an example of an enumeration system which is not measure-theoretically rigid.
We construct a minimal S-adic Toeplitz subshift which has countably infinitely many er-
godic invariant probability measures which are rigid for the same rigidity sequence.
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1. Introduction

This paper is devoted to the study of measure-theoretical rigidity for various classes
of Cantor dynamical systems which include Toeplitz systems and enumeration systems.
Rigidity is a form of recurrence in dynamical systems: a finite measure-preserving dynam-
ical system (X,T,µ) is called rigid if there is an increasing sequence tn ∈ N such that
µ(T−tn(A)∆A) → 0 for all measurable sets A as n → ∞. The notion of rigidity was in-
troduced for measure preserving transformations in [FW78]. Later, a weaker property of
partial rigidity was introduced in [Fri89]. The notion of rigidity in topological dynamics
(i.e., topological rigidity, also called uniform rigidity) was first considered in [GM89]. An
overview of the results devoted to the rigidity sequences can be found in [KL23]. Recent
results on rigidity include [BdJLR14], [FK15], [Dan16], [DS17], [DMR23].

Toeplitz systems are minimal symbolic almost 1-1 extensions of odometers which demon-
strate rich variety of topological and measure-theoretical properties (see [Dow05] for a sur-
vey). Regular Toeplitz systems are measure-theoretically isomorphic to odometers, and
thus are measure-theoretically rigid with respect to their unique invariant measure. Irreg-
ular Toeplitz systems satisfying the so called Same Aperiodic Readouts (SAR) property
have a measure-theoretical representation as a skew product of their maximal equicontinu-
ous factor (which is an odometer) and a subshift (see [Dow05]). Using this representation,
we construct a Toeplitz subshift of zero entropy which is not partially measure-theoretically
rigid with respect to any of its invariant measures.

Another tool that we apply in this paper is Bratteli diagrams. These are graded graphs
which are extensively used in Cantor dynamics for constructing models of homeomorphisms
of Cantor spaces. Bratteli-Vershik systems proved to be very useful for classifying Cantor
dynamical systems and constructing various examples of homeomorphisms (see e.g. [Dur10],
[BK16], [DK18], [BK20], [DP22]). In particular, Bratteli diagrams are extremely useful in
describing the simplex of invariant probability measures. In this paper, we show rigidity
for the measures obtained as extensions from subdiagrams which are odometers. We apply
the results to Toeplitz systems and some systems with countably infinitely many ergodic
invariant probability measures. Enumeration systems are generalizations of odometers that
are introduced in [BDIL00, BDL02], see also [Bru22, Section 5.3]. We show that a class
of enumeration systems, coming from kneading theory, are measure-theoretically partially
rigid, and that there exists an enumeration system in this class (in fact, a substitution
system) that is not measure-theoretically rigid.

The outline of the paper is as follows. In Section 2, we give preliminaries concerning
rigidity, Bratteli diagrams and Toeplitz sequences. In Section 3, we construct a Toeplitz
subshift of zero entropy which is not partially measure-theoretically rigid with respect
to any of its invariant measures. In Section 4, we show that a class of Bratteli-Vershik
systems with the invariant probability measure which is obtained as an extension from
an odometer with growing number of edges on each level is measure-theoretically rigid.
Section 5 gives examples of non-rigid partially rigid systems. We present a class of non-
simple stationary Bratteli diagrams such that the corresponding Bratteli-Vershik map is not
measure-theoretically rigid but is partially measure-theoretically rigid with respect to the
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full ergodic invariant measure. We also show that a large class of enumeration systems are
partially measure-theoretically rigid, and that there exists an enumeration system which is
not measure-theoretically rigid. In Section 6, we present a list of open problems that would
be interesting to investigate further. Our main results are contained in Theorems 3.6, 3.7,
4.8, 4.6, 5.5.

2. Preliminaries

By a Cantor dynamical system we mean a pair (X,T ), where X is a Cantor set and T is
a continuous surjective map. We always consider the Borel σ-algebra B on X and the Borel
ergodic T -invariant probability measures. Throughout the paper, N,Z,R, N0 = N ∪ {0} are
the standard notations for the sets of numbers, and ∣ ⋅ ∣ denotes the cardinality of a set.

2.1. Rigidity in dynamical systems.

Definition 2.1. A dynamical system (X,T,µ) is measure-theoretically rigid if there exists
a sequence tn →∞ such that

µ(T−tn(A)∆A) → 0 for all measurable sets A.

The sequence (tn)n is called a rigidity sequence.

Remark 2.2. This convergence is not uniform. For example, if (X,µ,T ) is the dyadic
odometer, then (2n)n≥1 is a rigidity sequence, but if An = {x ∈ X ∶ xn+1 = 1}, then µ(An△

T 2
n

(An)) ≡ 1.

Remark 2.3. This definition of measure-theoretical rigidity is equivalent to µ(T−tnA∩A) →
µ(A) as n→∞ for all measurable sets A.

µ(T−tnA ∩A) = µ(T−tnA ∪A) − µ(T−tnA∆A)

= µ(T−tnA) + µ(A) − µ(T−tnA ∩A) − µ(T−tnA∆A)

and thus

lim
n→∞

2µ(T−tnA ∩A) = lim
n→∞

2µ(A) − µ(T−tnA∆A) = 2µ(A)

The following equivalent definition of rigidity can be found for instance in [Sil08]:

Lemma 2.4. A dynamical system (X,T,µ) is measure-theoretically rigid if and only if for
all measurable sets A and ε > 0 there exists an integer n = n(ε) > 0 such that

µ(T−n(A)∆A) < ε.

Remark 2.5. Let (X,T ) be a surjective dynamical system and µ be a T -invariant non-
atomic probability measure on (X,T ). Let F be the set of all non-invertible points of T .
Assume that µ(F ) = 0. Then as in the case of T being a homeomorphism we can show
rigidity by looking at the image of any measurable set A under T i.e.,

µ(Tn(A)∆A) < ε.
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Indeed, we know that

T−n(TnA) =
⎧⎪⎪
⎨
⎪⎪⎩

A ∪⋃j≤n T
−n+j(x) if T j(x) ∈ TnA for some j ≤ n and x ∈ F

A otherwise.

Suppose µ(TnA∆A) < ε, then

ε > µ(T−n(TnA∆A)) = µ(T−n(TnA)∆T−nA) = µ((A ∪ F̃ )∆T−nA)

= µ(A ∖ T−nA) + µ(F̃ ∖ T−nA) + µ(T−nA ∖A) − µ(F̃ ∩ T−nA ∖A)

= µ(A∆T−nA)

for F̃ , a set of measure zero. Thus for such systems µ(T−nA∆A) = µ(TnA∆A) < ε for
all n and A, therefore (X,T ) is rigid. We will see non-invertible systems in Section 5,
where we consider enumeration systems that have one point with multiple preimages. All
measure-theoretically rigid systems are invertible a.e. (see Remark 2.14).

Lemma 2.6. If (X,d) is a compact metric space and (X,µ,T ) is rigid, then for all ε > 0
there is an s ∈ N such that µ({x ∈X ∶ d(T s(x), x) < ε}) > 1 − ε.

Proof. Let ε > 0 be arbitrary. Since X is compact, there are N ∈ N and xi ∈ X such that
{Ai}

N
i=1 ∶= {B(xi; ε/2)}

N
i=1 is a cover of X. Let s ∈ N be such that µ(Ai △ T−s(Ai)) < ε/N

for all 1 ≤ i ≤ N . Then for each x ∈ Ai ∩T
−s(Ai) we have d(x,T s(x)) < ε. The complement

has measure µ({x ∈X ∶ d(x,T s(x)) ≥ ε}) ≤ ∑N
i=1 µ(Ai△ T s(Ai)) < N ε

N
< ε. �

A sufficient condition for rigidity (for ergodic measure-preserving continuous maps on first
countable compact Hausdorff space) is that the ergodic measure µ has discrete spectrum.
This follows by the Halmos-Von Neumann Theorem [HVN42], which says that the system
is isomorphic to a minimal rotation on a compact Abelian group G with Haar measure.
The conditions on X imply that G is metrizable in a way that the group rotation is an
isometry, and therefore rigid, see Lemma 2.17

Definition 2.7. A dynamical system (X,T,µ) is partially measure-theoretically rigid if there
exists a constant α > 0 and a sequence sn →∞ such that

(1) lim inf
n→∞

µ(T−sn(A) ∩A) ≥ αµ(A) for all measurable sets A.

Proposition 2.8. [Sil08] Let T be a finite measure-preserving transformation satisfying (1)
for all sets A is a dense algebra. Then T is partially rigid along the same sequence (sn).

Remark 2.9. Note that T is rigid if and only if T is partially rigid for α = 1. Hence
Proposition 2.8 is also true for rigid transformations.

Proposition 2.10. A finite measure-preserving transformation T is rigid if and only if
there is a sequence αn → 1 such that T is partially rigid with αn for all n.

Remark 2.11. In [DMR23, Remark 2.2] it is shown that if every ergodic invariant proba-
bility measure for a topological dynamical system is rigid (or partially rigid) with the same
rigidity sequence (tn)n then every invariant probability measure is rigid (or partially rigid)
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with the same rigidity sequence. It is also easy to see that if a topological dynamical system
has countably many rigid ergodic invariant probability measures (not necessarily with the
same rigidity sequence), then every invariant probability measure is partially rigid. This
doesn’t hold for measures for which the ergodic decomposition consists of uncountably many
parts. A counterexample is the twist map T ∶ (x, y) ↦ (x, x + y (mod 1)) defined on the
cylinder [0,1]×S1 preserving Lebesgue measure, which is not partially rigid w.r.t. Lebesgue
measure µ. Indeed, for every n ≥ 1 and ε > 0, µ({z ∈ [0,1]×S1 ∶ d(z, Tn(z)) < ε}) < 3ε. If α
was the partial rigidity constant, we take ε < α/3 and A = (0, ε)×S1. Then µ(Tn(A)∩A) <
3εµ(A) < αµ(A), making (1) impossible. This example is of course not ergodic, and hence
not mixing, but it satisfies a form of mixing known as Keplerian shear, see [SB24].

Clearly, measure-theoretical rigidity, partial rigidity and the corresponding rigidity se-
quences are preserved under measure-theoretical conjugacy.

Lemma 2.12. [Sil08] Let T be a transformation on a non-atomic probability space (X,S, µ).
If T is partially rigid, then T is not mixing.

Theorem 2.13. If (X,T,µ) has positive entropy, then it is not partially measure-theoretically
rigid.

Proof. Since (X,T,µ) has positive entropy, by Sinăı’s factor theorem, it factors onto a
Bernoulli shift (SZ, σ, ν) of the same entropy (see [DGS76, Theorem 12.7]). It is clear that
for any α there is a cylinder set that does not satisfy condition in the definition

ν(σn(A) ∩A) ≥ αν(A)
for any n sufficiently large. Pulling back this set for µ completes the proof. �

Remark 2.14. From Theorem 2.13 it follows that all partially measure-theoretically rigid
systems have zero entropy, and by [Wal82, Corollary 4.14.3] every zero entropy probability
measure preserving system on a compact metric space is invertible a.e. Thus, partially
measure-theoretically rigid systems (on compact metric spaces) are invertible µ-a.e.

Remark 2.15. Every Cantor minimal system (X,T ) has in its strong orbit equivalence class
a Cantor minimal system which is non-partially measure-theoretically rigid with respect to
at least one of its ergodic invariant probability measures. It follows from Theorem 2.13
and the result by Sugisaki [Sug07] which states that for every α ∈ [1,∞) there is a minimal
subshift of entropy logα in the strong orbit equivalence class of (X,T ) (see also [Dur10]).

2.1.1. Topological Rigidity.

Definition 2.16. Let T ∶X →X be a dynamical system. We say that T is topologically rigid
if for every ε > 0 there exists an k ∈ N such that dsup(T k, id) < ε.

In some literature topologically rigid is called uniformly rigid. Clearly, every topologically
rigid system is invertible.

Lemma 2.17. An isometry on a compact metric space is topologically rigid on each of its
transitive components.
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Proof. Clearly isometries are invertible. Let x be arbitrary. By compactness of X, the
omega-limit set ω(x) ≠ ∅. If x ∉ ω(x), then δ ∶= d(x,ω(x)) > 0. Take n ≥ 1 such that
d(Tn(x), y) < δ. Then because ω(x) is backward invariant, δ > d(x,T−n(y) ≥ d(x,ω(y)), a

contradiction. Hence, there is a sequence nk → ∞ such that Tnk(x) → x. Let z ∈ orb(x),
so there is mk →∞ such that Tmk(x)→ z. Then

d(Tnk(z), z) ≤ d(Tnk(z), Tnk+mk(x), z) + d(Tnk+mk(x), Tmk(x)) + d(Tmk(x), z)
= d(z, Tmk(x)) + d(Tnk(x), x) + d(Tmk(x), z)→ 0

as k →∞. Hence (nk)k≥1 is a topological rigidity sequence for orb(x). �

It follows immediately that transitive isometries (such as irrational rotations and odome-
ters) are topologically rigid, but we cannot really weaken transitivity, because the twist map
in Remark 2.11 is rigid on each transitive part, but Lebesgue measure, as global invariant
measure, is not even partially rigid.

Recall that a measure on a topological space is called regular if every measurable set
can be approximated from above by open measurable sets and from below by compact
measurable sets. In particular, any Borel probability measure on a compact metric space
is regular.

Proposition 2.18. If T is topologically rigid, then (X,T,µ) is measure-theoretically rigid
for every T -invariant measure µ.

Proof. Since T is topologically rigid, it is invertible. Fix any Borel set A and any invariant
measure µ. Let tn be a sequence provided by topologically rigid, i.e., limn→∞ dsup(f tn , id) =
0. Fix any ε > 0. Since µ is regular, there exists a closed set C ⊂ A and an open set C ⊂ U
such that µ(A ∖ C) < ε/4 and µ(U ∖ C) < ε/4. There is N > 0 such that T tn(C) ⊂ U and
T−tn(C) ⊂ U for every n > N . But then

µ(T tn(A)∆A) ≤ µ(T tn(C)∆C) + µ(T tn(A ∖C)) + µ(A ∖C)
≤ 2µ(U ∖C) + 2µ(A ∖C) < ε

for every n > N . This completes the proof. �

Definition 2.19. A point x of a dynamical system (X,T ) is regularly recurrent if for every
open neighborhood U of x, the set {n ∈ N ∶ Tn(x) ∈ U} contains an infinite arithmetic
progression.

The above theorem implies the following rather simple observation:

Theorem 2.20. If (X,T ) is a transitive and topologically rigid dynamical system and X is
totally disconnected, then (X,T ) is conjugate with an odometer (possibly a trivial one).

Proof. If X has an isolated point x then it X is finite and T permutes its points, i.e., X is a
single periodic orbit. Hence assume on the contrary that X does not have isolated points,
hence it is a Cantor set.

Fix any clopen partition of X, say U1, . . . , Uk and let ε > 0 be such that dist(Ui, Uj) > 2ε
for all i ≠ j. By topological rigidity, there is m such that d(Tm(x), x) < ε for all x ∈X. This
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in particular implies that Tm(Ui) ⊂ Ui for any i, and therefore, for every x ∈ Ui we have
mN ⊂ {n ∈ N ∶ Tn(x) ∈ Ui}. By the above we easily obtain that every point in x is regularly
recurrent. But transitivity implies that X is an orbit closure of one of these points. The
proof is completed by Theorem 3.1. �

Corollary 2.21. If (X,T ) is a topologically rigid Cantor dynamical system, then X is a
disjoint union of minimal systems, each conjugate to an odometer (possibly a trivial one).

Proof. By topological rigidity, every point x ∈ X is recurrent. Therefore its ω-limit set
defines a transitive dynamical system, so the conjugacy is obtained by Theorem 2.20. �

It is not hard to see that the bases of odometers in the decomposition provided Corol-
lary 2.21 cannot be selected uniformly. To see this, fix a sequence of circles Sn = {z ∶ ∣z∣ = rn}
in the plane with diameters rn converging to 0. Define T and X = supnCn ∪ {0} in the fol-
lowing way. On each Sn the map T is a rotation by angle 1/n and Cn ⋐ Sn is an arbitrarily
chosen Cantor set consisting of points of period n. Then it is clear that X is a Cantor set
and Tn!∣Ci

= idCi
for i = 1,2, . . . , n showing that T is topologically rigid.

2.2. Rigidity and (weak) mixing. Mixing precludes partial rigidity, because by defini-
tion, for any α > 0 and measurable set A with µ(A) < α, we have limn→∞ µ(A ∩ Tn(A)) =
µ(A)2 < αµ(A). However, rigidity is compatible with weak mixing, because then the above
convergence only has to happen along sequences (nk) of full density. The complement
N∖ {nk ∶ k ∈ N} could contain the rigidity times. Rigidity together with weak mixing is the
typical situation for interval exchange transformations (IETs), as shown by Ferenczi and
Hubert [FH19].

It is more surprising that also topologically rigid maps can be weakly mixing. In 1977,
Fathi and Herman [FH77] used fast approximation method of Anosov and Katok [AK70], to
study particular diffeomorphisms of manifolds. When restricted to the torus, the residual

set in the closure O(T2) of maps that arise as approximations

O(T2) = {h ○Rα ○ h
−1
∶ h ∈ Diff∞(T2), α ∈ T2}

consists of weakly mixing and minimal systems (see [KK09] and references therein). It is

also obvious that the set of topologically rigid transformations is residual in O(T2). This
provides examples of minimal, topologically rigid and weakly mixing diffeomorphisms of
the torus. Approach from [FH77] was also motivation for Glasner and Maon [GM89] who
used Baire category theorem (together with earlier results of Glasner and Weiss [GW79]) to
obtain (among other examples) skew-product homeomorphism on torus of any dimension
T
n, n ≥ 2 which is minimal, topologically rigid and weakly mixing. Such examples are not

possible on the circle, however in [BCO23] the authors observed that example of Handel
[Han82] obtained by fast approximation technique provides minimal, topologically rigid
and weakly mixing homeomorphism of the pseudo-circle (a ‘pathological’ one-dimensional
continuum). Summarizing all the above examples we obtain the following:

Remark 2.22. There are examples of a connected space X of any given topological di-
mension n = 1,2, . . . admitting minimal, topologically rigid and weakly mixing dynamical
systems.
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2.3. Basic definitions and facts about Bratteli diagrams. In this subsection, we
present basic definitions and results about Bratteli diagrams that we will use throughout the
paper. For more information on Bratteli diagrams see e.g. surveys [Dur10], [BK16],[BK20]
and [Bru22, Section 5.4].

Definition 2.23. A Bratteli diagram is an infinite graph B = (V,E) divided into disjoint
union of vertex sets V = ⊔i≥0 Vi and edge sets E = ⊔i≥1Ei, where

(i) V0 = {v0} is a single point;
(ii) Vi and Ei are finite sets for all i;
(iii) there exists a source map s∶E → V and a target map (or range map) t∶E → V such

that s(Ei) = Vi−1 and t(Ei) = Vi for all i ≥ 1.

We will call the set of vertices Vi the i-th level of the diagram B. Let

XB = {x = (xi)∞i=1 ∶ xi ∈ Ei and t(xi) = s(xi+1) for i ≥ 1}
be the set of all infinite paths in B that start from v0. The set XB is endowed with the
topology generated by cylinder sets [e], where e = (e1, ..., en), n ∈ N is a finite path and[e] ∶= {x ∈ XB ∶ xi = ei, i = 1, . . . , n}. With this topology, XB is a 0-dimensional compact
metric space. This topology is generated by the following metric: for x = (xi), y = (yi) ∈XB,
set

d(x, y) = 1

2N
, where N =min{i ∈ N ∶ xi ≠ yi}.

For vertices v,w ∈ V , let E(v,w) denote the set of finite paths between v and w.
To define a dynamical system on the path space of a Bratteli diagram, we need to take a

linear order > on each set t−1(v) for v ∈ V ∖V0. This order defines a partial order on the sets
of edges Ei for i = 1,2, . . ., edges e, e′ are comparable if and only if t(e) = t(e′). A Bratteli
diagram B = (V,E) together with a partial order > on E is called an ordered Bratteli diagram
B = (V,E,>). We call a (finite or infinite) path e = (ei) maximal (respectively minimal) if
every ei has a maximal (respectively minimal) number among all elements from t−1(t(ei)).
Denote by Xmax and Xmin the sets of all infinite maximal and all infinite minimal paths in
XB.

Definition 2.24. Let B = (V,E,>) be an ordered Bratteli diagram. Given x = (xi)∞i=1 ∈
XB ∖Xmax, let m be the smallest number such that xm is not maximal. Let ym be the
successor of xm in the set t−1(t(xm)). Set ϕB(x) = (y1, y2, ..., ym−1, ym, xm+1, ...) where(y0, y1, ..., ym−1) is the unique minimal path in E(v0, s(ym)). If ϕB admits an extension
to the entire path space XB such that ϕB becomes a homeomorphism of XB, then ϕB is
called a Vershik map, and the system (XB, ϕB) is called a Bratteli-Vershik system.

If ∣Xmin∣ = ∣Xmax∣ = 1, then the Vershik map can be extended to a homeomorphism of
XB by sending a unique maximal path into the unique minimal path. In the case when∣Xmax∣ > ∣Xmin∣ = 1, then the Vershik map can be extended to a continuous surjection of
XB by mapping all maximal paths into the unique minimal path.

Definition 2.25. Let x = (xn) and y = (yn) be two paths from XB. We say that x and y

are tail equivalent (in symbols, (x, y) ∈ R) if there exists some n such that xi = yi for all
i ≥ n.
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Let µ be a Borel probability non-atomic measure. We say that µ is R-invariant measure
if µ([e]) = µ([e′]) for any two finite paths e, e′ ∈ E(v0, v), where v ∈ Vn is an arbitrary
vertex, and n ≥ 1. Denote byM1(R) the set of all Borel probability R-invariant measures
and byM1(ϕB) the set of all Borel probability ϕB-invariant measures.

A homeomorphism without periodic points is called aperiodic if it has no periodic points.
We say that equivalence relation R is aperiodic if for every x ∈ XB its equivalence class is
infinite.

Lemma 2.26. [BKMS10] Let B = (V,E,>) be an ordered Bratteli diagram which admits
an aperiodic Vershik map ϕB and let the tail equivalence relation R be aperiodic. Then
M1(R) =M1(ϕB).

In this paper, we will consider only such Bratteli diagrams for which the tail equivalence
relation and the Vershik map are aperiodic.

Let Xn(v) denote the set of all paths from XB that go through the vertex v ∈ Vn, and
hn(v) denote the cardinality of the set of all finite paths between v0 and v. We call Xn(v)
the tower corresponding to the vertex v on level n, and hn(v) the height of the tower Xn(v).
Definition 2.27. Given a Bratteli diagram B, the n-th incidence matrix Fn = (f (n)v,w ), n ≥ 1,
is a ∣Vn∣ × ∣Vn−1∣ matrix such that

f (n)v,w = ∣{e ∈ En ∶ t(e) = v, s(e) = w}∣ for v ∈ Vn and w ∈ Vn−1.

A Bratteli diagram is called stationary if Fn = F for every n ≥ 2. Then the matrix F is
called the incidence matrix of the diagram. Unless stated otherwise, we will assume that
every diagram has a “simple hat”, which means that there is a single edge from the vertex
v0 to each vertex v ∈ V1.

Definition 2.28. Let B be a Bratteli diagram, and n1 = 0 < n2 < n3 < . . . be a strictly
increasing sequence of integers. The telescoping of B with respect to {nk}∞k=1 is the Bratteli
diagram B′, whose k-level vertex set V ′k is Vnk

and whose incidence matrices {F ′k}∞k=1 are
defined by

F ′k = Fnk+1−1 ⋯ Fnk
,

where {Fn}∞n=1 are the incidence matrices for B.

Definition 2.29. We say that a Bratteli diagram B = (V,E) has finite rank if there exists
some k ∈ N such that ∣Vn∣ ≤ k for all n ≥ 1. For a finite rank diagram B, we say that B

has rank d if d is the smallest integer such that ∣Vn∣ = d for infinitely many n. A Cantor
dynamical system has topological finite rank d if it is topologically conjugate to a Vershik
map acting on a Bratteli diagram of rank d and d is the smallest such number.

Remark 2.30. If there is an increasing sequence of natural numbers {nk}∞k=1 such that∣Vnk
∣ = d for all k ∈ N then after telescoping with respect to {nk}∞k=1 we obtain a Bratteli

diagram of rank d which has exactly d vertices on each level.

A (pn)-odometer is a Bratteli diagram with Vn = {v} and pn edges in En for all n ∈ N. This
gives a Vershik homeomorphism for any ordering of incoming edges. For more information



10 HENK BRUIN, OLENA KARPEL, PIOTR OPROCHA, AND SILVIA RADINGER

and other definitions of odometers as adding machines or inverse limits, see [Dow05]. It
was proved in [DM08], that every Cantor minimal system of finite topological rank is either
an odometer or a subshift:

Theorem 2.31. [DM08] Every Cantor minimal system of finite topological rank d > 1 is
expansive.

The following definition can be found for instance in [BKMS13]:

Definition 2.32. A Bratteli diagram of finite rank is of exact finite rank if there is a finite
invariant measure µ and a constant δ > 0 such that after telescoping µ(Xn(v)) ≥ δ for all
n ∈ N and v ∈ Vn.

Theorem 2.33. [BKMS13] Let B = B(Fn) be a Bratteli diagram of finite rank. Then

(1) if there is a constant c > 0 such that mn

Mn
≥ c for all n, where mn and Mn are the

smallest and the largest entry of Fn respectively, then B is of exact finite rank,
(2) if B is of exact finite rank, then B is uniquely ergodic.

The following theorem can be found for instance in [Dan16]:

Theorem 2.34. Let ϕB be a Vershik map on a Bratteli diagram of exact finite rank. Then
ϕB is partially rigid with respect to the unique ergodic invariant probability measure µ on
B.

3. Rigidity for Toeplitz systems

A topological factor map π ∶ X ↦ Y between two dynamical systems (X,T ) and (Y,S)
is a continuous surjective map such that π ○ T = S ○ π. We say it provides an almost 1-1
extension if the set of points in Y having singleton fibers is residual. For minimal systems(Y,S) it suffices to show one such singleton fiber exists.

The following is an old characterization of regularly recurrent points (e.g. see [Dow05,
Theorem 5.1]):

Theorem 3.1. A topological dynamical system (X,T ) is a minimal almost 1-1 extension of
an odometer (Gs, τ) if and only if it is the orbit closure of a regularly recurrent point. The
set of all regularly recurrent points in (X,T ) coincides with the collection of all singleton
fibers, and it is a dense Gδ subset of X.

Let ω be a regularly recurrent sequence in AZ under the left shift σ (for a finite alphabetA). Let X be the orbit closure of ω under σ. If ω is not periodic, we call it a Toeplitz
sequence and (X,σ) the Toeplitz system generated by ω.

For p ∈ N the p-periodic part of ω is Perp(ω) the set of all positions i ∈ Z such that

ωi = ωi+np for all n ∈ Z.

We construct Sp(ω) ∈ (A ∪ {∗})Z, the p-skeleton of ω, by replacing all ωi in ω by ∗ for
i /∈ Perp(ω).

Then ω has periodic structure p = (pi)i if p is an increasing sequence of integers with
p0 > 1 such that
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● for every i the pi-skeleton of ω is not periodic with any period smaller then pi,
● pi ∣ pi+1 for all i and
● for all n ∈ N, there exists i with n ∈ Perpi(ω).

For more information, see [Kůr03], [Wil84].

Definition 3.2. Let ω be a Toeplitz sequence with periodic structure p. Set

qi = ∣Spi(ω)∣∗
as the number of occurrences of ∗ in Spi(ω). The sequence ω is regular Toeplitz if

δ(ω) = lim
i→∞

qi

pi
= 0.

Theorem 3.3 ([JK69] ). If ω is a regular Toeplitz sequence, then O(ω) has zero topological
entropy and is strictly ergodic.

Let D be a subset of a dynamical system (X,T,µ) such that µ(D) > 0. By TD we will
denote the first return time map induced by T on D:

TD(x) = Tn(x)(x), for n(x) =min{n ∈ N ∶ Tn(x) ∈D}.
The Poincaré recurrence theorem ensures that TD is defined µ-almost everywhere on D,

and it preserves conditional measure µD on D given by µD(B) = µ(B)/µ(D) for all Borel
sets B ⊂ D. In what follows, we will associate with a Toeplitz system a special set D and
return map σD. The aim of this construction is showing that there are Toeplitz systems
with zero entropy which are still not measure-theoretically rigid.

Let s = (sm)m∈N be a sequence of positive integers such that sm divides sm+1. Denote
the corresponding odometer by

Gs = lim←Ð
m

Zsm ,

where the bonding maps are fm ∶ Zsm+1 → Zsm with fm(xm+1) = xm+1 (mod sm). Denote
by τ the translation by unity on Gs (i.e., addition of 1 at each coordinate). Let (Gs, τ, λ)
be the associated measure-theoretical dynamical system, where λ is the Haar measure on
Gs.

Fix a Toeplitz sequence ω and let (Xω, σ, µ) be the associated Toeplitz system. Then(Xω, σ) is an almost 1-1 extension of (Gs, τ) which is its maximal equicontinuous factor
(and s depends on Xω, in particular on ω). Let π∶Xω → Gs be the associated factor
map. For an odometer we have a natural map n ↦ τn(1) where 1 = (1,1,1, . . .). Then
the topology on Gs induces by this map a natural topology on Z (similarly for N). Any
function f ∶Z→ A, where A is a finite set (an alphabet) with discrete topology, continuous
with respect to this topology is called a semi-cocycle on Gs. We can view ω ∶ n ↦ ω(n) as
a semi-cocycle (see [Dow05, Theorem 7.1]). Denote by F the graph of semi-cocycle ω in
Gs ×A, where Z is identified with the two-sided orbit of 1 in Gs. Denote by D ⊂ Gs the
set of j ∈ Gs such that the section {a ∈ A ∶ (j, a) ∈ F} is not a singleton. Note at this point
that each section has always at least one point, so we can view D as the set of points at
which ω cannot be extended to a continuous map on Gs. If λ(Dω) = 0 then (X,σ,µ) is
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measure-theoretically isomorphic to its maximal equicontinuous factor (Gs, τ, λ). This is
exactly the case when ω is a regular Toeplitz sequence [Mar75].

Remark 3.4. If a Toeplitz system (Xω, σ) is defined by a regular Toeplitz sequence, then
its unique invariant measure µ is measure-theoretically rigid. This does not extend onto all
Toeplitz systems, since there are Toeplitz systems with positive entropy, and these are not
even partially measure-theoretically rigid, see Theorem 2.13.

In what follows, we will assume that ω is an irregular Toeplitz system, i.e., λ(Dω) > 0.
Fix any x ∈ Xω and let j = π(x). We define aperiodic part of x, denoted Aper(x) ⊂ Z by
putting n ∈ Aper(x) if and only if τn(j) ∈ Dω. Since ω is irregular, there is a set E such
that λ(E) = 1 and if we denote E = π−1(E) then Aper(x) does not have upper nor lower
bound for every x ∈ E. For each j ∈ E we define its aperiodic readouts as

Yj = {x∣Aper(x) ∶ π(x) = j}.
If the sets Yj are the same over all j ∈ E then we say that X satisfies condition (SAR)
(Same Aperiodic Readouts). If we want to emphasize the unique set Y = Yj then we say
that (SAR) is satisfied with readouts equal to Y . The Williams’ classical construction of
a Toeplitz sequence satisfying (SAR) and with Y equal to an arbitrarily preset subshift is
presented in [Dow05, Sec. 14].

Let (X,T ) and (Y,S) be dynamical systems and let MT (X),MS(Y ) be the spaces of
invariant Borel probability measures for these systems, respectively. A map ρ∶X → Y is
called a Borel* conjugacy if:

(1) ρ is a Borel-measurable bijection,
(2) ρ ○ T = S ○ ρ,
(3) the map acting on measures (also denoted by ρ) defined by ρ(µ)(B) = µ(ρ−1(B))

is a homeomorphism with respect to the weak* topology of measures.

The above preparation is the main step to apply the following tool:

Theorem 3.5. [Dow05] Fix any subshift Y . Let ω be a Toeplitz sequence satisfying (SAR)
with readouts equal to Y , let (Xω, σ) be the associated Toeplitz system and let (Gs, τ, λ)
be its maximal equicontinuous factor. Denote by Dω ⊂ Gs the set of discontinuities of
semi-cocycle ω. Then the Toeplitz system (Xω, σ) is Borel* conjugate to the skew product(Gs × Y,T ), where

(2) T (j, y) = ⎧⎪⎪⎨⎪⎪⎩
(j + 1, σ(y)) if j ∈Dω,(j + 1, y) if j /∈Dω.

Now we can prove the following theorem:

Theorem 3.6. Fix any measure-theoretically strong mixing subshift (Y,σ, ν) and let D ⊂
Gs be a set such that λ(D) > 0, where λ is the Haar measure. Then the skew product(Gs × Y,T, λ × ν), where

T (j, y) = ⎧⎪⎪⎨⎪⎪⎩
(j + 1, σ(y)) if j ∈D,

(j + 1, y) if j /∈D
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is not partially measure-theoretically rigid.

Proof. Fix any α ∈ (0,1] and fix any cylinder set A ⊂ Y such that ν(A) < α/4. Fix any
ε < ν(A)2 and let Nε > 0 be such that ν(σn(A) ∩A) < ν(A)2 + ε for each n ≥ Nε.

For each x ∈ X and m ∈ N, let rm(x) = ∣{0 ≤ j ≤ m ∶ τ j(x) ∈ D}∣ be the number of visits
of x in D in m iterations. Denote Dm

i = {x ∈ D ∶ rm(x) = i} and note that D = ⋃m
i=1D

m
i .

Take M so large that

λ(Nε−1

⋃
i=1

Dm
i ) < ελ(D)

for every m ≥M . Note that for each 0 ≤ i ≤m we have

Tm(Dm
i ×A) = τm(Dm

i ) × σi(A).
But then

λ × ν(Tm(D ×A) ∩ (D ×A)) ≤ m

∑
i=1

λ(τm(Dm
i ) ∩D)ν(σi(A) ∩A)

≤
Nε−1

∑
i=1

λ(Dm
i ) +

m

∑
i=Nε

λ(Dm
i )(ν(A)2 + ε)

≤ λ(D)(ν(A)2 + 2ε) ≤ 3λ(D)ν(A)2 < α(λ × ν)(D ×A).
This implies that indeed T is not partially measure-theoretically rigid. �

In this proof, the Toeplitz shift appears as Kakutani tower over a mixing base map. Such
a system would be mixing, if the return times had greatest common divisor 1, which in this
case is not true. Therefore, the mixing of the Kakutani tower fails, but the mixing of the
base is still powerful enough to prevent partial rigidity.

Corollary 3.7. There is a Toeplitz system (X,σ) with zero entropy which is not partially
measure-theoretically rigid with respect to any of its invariant measures.

Proof. Fix any strong mixing measure µ of zero entropy. By the Jewett-Krieger theorem
there exists a uniquely ergodic subshift (Y,σ) with its unique measure isomorphic to µ.
Williams’ Construction provides a Toeplitz sequence satisfying (SAR) and with aperiodic
readouts equal to Y . Then by Theorem 3.5 we obtain a Toeplitz system (X,σ) which is
Borel* conjugate to the skew product (Gs × Y,T ) given by (2). By Theorem 3.6 we obtain
that (Gs × Y,T, λ × ν) is not partially measure-theoretically rigid.

Next, let µ be any other invariant measure of T . Then induced measure µD×Y is invariant
for TD = τD × σ. But Williams’ construction ensures that τD is conjugate to an odometer
Gs′ on some scale s′. Since (Y,σ, ν) is strongly mixing, it is disjoint from (Gs′ , τ, λ), and
therefore µD×Y = λD ×ν since it is joining of λD and ν. But µD×Y = (λ×ν)D×Y so we must
have µ = λ × ν. �
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Figure 1. Example of a consecutive order (left) and a non-consecutively
ordered diagram (right) with consecutively ordered subdiagrams

4. Rigidity on Bratteli diagrams

In this section we investigate how the structure of a Bratteli diagram representing a
Cantor dynamical system can show rigidity. We use the diagram to control ergodic mea-
sures, specifically if the measure is the finite extension of an odometer measure. Further we
use this result to study Toeplitz systems by their Bratteli-Vershik representation and show
rigidity in examples with different ergodic measures.

Definition 4.1. An order on a Bratteli diagram is called consecutive if whenever we have
edges e, f, g such that e ≤ f ≤ g and s(e) = s(g) then s(f) = s(e) = s(g). We say that
a subdiagram B = (W,E) of B = (V,E,>) is consecutively ordered if for any n ≥ 0 and
e ≤ g ∈ E with s(e) = s(g), if there exists an edge f ∈ E with e ≤ f ≤ g in the ordering of
the full diagram B, then s(f) = s(e) = s(g).

Figure 1 (left) illustrates the notion of a consecutive order. For more details, see e.g.
[Dur10]. One of the examples of a consecutive order is a left-to-right order, when for every
vertex all incoming edges are enumerated from left to right as they appear in the diagram.
If B has a consecutive order, then any of its vertex subdiagrams is consecutively ordered.
The stationary diagram in Figure 1 (right) is not consecutively ordered, but for instance
the subdiagram which is a vertical odometer passing through the second vertex on each
level, is consecutively ordered.

Remark 4.2. In general, for a Bratteli diagram of rank bigger than one, the consecutive
ordering is not preserved under telescoping.

A substitution θ ∶ A → (A′)+ is called proper if all words θ(a) over a ∈ A start with the
same letter and end with the same letter (the starting letter and the ending letter can be
different). A substitution θ is called left proper if only the the starting letter in each θ(a)
is the same, and right proper if the ending letter is the same. Assume that θ is left proper
and θ(a) = lu(a) for all a ∈ A. Then a substitution χ ∶A → (A′)+ defined by χ(a) = u(a)l
is (left) conjugate of θ and it is right proper.

If B is an ordered Bratteli diagram, one can read a substitution θn ∶ Vn → V +n−1 on B at
a level n ≥ 2 as follows. Let v ∈ Vn and e1 < . . . < ek be the incoming edges to v. Then set
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θn(v) = w1 . . .wk, where wi = s(ei) for i = 1, . . . , k. For instance, a substitution read from
Figure 1 is θ(v) = w2w2w1w1w1w1w3w3w4. Clearly, if diagram B is stationary then θn = θ
for n ≥ 2.

In [DL12], Bratteli-Vershik representation of S-adic shifts is given. Let (An)n be a
sequence of non-empty finite sets (alphabets) and A+n be a set of all finite non-empty words
over alphabet An. Recall that an S-adic representation of a subshift (X,σ) is a sequence(θn, an)n≥2, where (θn ∶An → A+n−1)n are substitutions on An, an ∈ An and X ⊂ AZ

1 is a
set of sequences x = (xi) such that all words xixi+1 . . . xj appear in some θ2θ3 . . . θn(an).
Denote by (Xn, σ) the subshift generated by (θk, ak)k≥n.

Proposition 4.3. [DL12] Let (X,T ) be the minimal S-adic subshift defined by a sequence
of substitutions (θn ∶An → A+n−1, an)n, where all θn are proper. Suppose that for all n

the substitutions θn extend by concatenation to a one-to-one map from Xn to Xn−1. Then(X,T ) is conjugate to (XB, ϕB), where B is the Bratteli diagram such that for all n ≥ 2 the
substitution read on B at level n is θn.

Moreover, the following result holds:

Corollary 4.4. [DL12] Let (X,T ) be a minimal S-adic subshift defined by (θn, an)n≥2, where
θn are left or right proper. Suppose that for all n the substitutions θn extend by concatenation
to one-to-one maps from Xn to Xn−1. Then (X,T ) is conjugate to (XB, ϕB), where B is
a Bratteli diagram such that for all n ≥ 2

(i) the substitution read on E2n is left proper and equal to θ2n or its conjugate;
(ii) the substitution read on E2n+1 is right proper and equal to θ2n+1 or its conjugate.

4.1. Measure extension from a vertex subdiagram. Let W = {Wn}n>0 be a sequence
of proper, non-empty subsets Wn ⊂ Vn and W0 = {v0}. The (vertex) subdiagram B = (W,E)
is a Bratteli diagram defined by the vertices W = ⊔i≥0Wn and all the edges E that have
both their sources and ranges in W . Consider the set X

B
of all infinite paths whose edges

belong to B. Let X̂
B

be the subset of paths in XB that are tail equivalent to paths from
X

B
. Let µ be a probability measure on X

B
invariant with respect to the tail equivalence

relation defined on B. Then µ can be canonically extended to the measure µ̂ on the space
X̂

B
by invariance with respect toR (see e.g. [BKMS13], [BKK15], [ABKK17]). Specifically,

for w ∈Wn, take a finite path e ∈ E(v0, w) which lies in B. For any finite path f ∈ E(v0, w)
from the diagram B with the same range w, we set µ̂([f]) = µ([e]). To extend µ̂ to anR-invariant measure on the whole space XB, set µ̂(XB ∖ X̂B

) = 0.
Set

X̂
(n)

B
= {x = (xi) ∈ X̂B

∶ t(xi) ∈Wi, ∀i ≥ n}.
Then X̂

(n)

B
⊂ X̂(n+1)

B
and

(3) µ̂(X̂
B
) = lim

n→∞
µ̂(X̂(n)

B
).

In the case of stationary Bratteli diagrams the unique invariant measure can be computed
directly. Let B be a stationary Bratteli diagram with the matrix A transpose to the
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incidence matrix F . A real number λ > 1 is called a distinguished eigenvalue for A if there
exists a non-negative vector x such that Ax = λx. In [BKMS10] it was shown that all
ergodic R-invariant probability measures for XB correspond to distinguished eigenvalues
of A. Moreover, for every n ∈ N and i ∈ Vn, the measure µ corresponding to the pair(x = (xi), λ) takes value

µ([e]) = xi

λn−1

on a cylinder set [e] which ends at a vertex i ∈ Vn.

4.2. Measures supported on odometers.

Proposition 4.5. Let B = (V,E) be a Bratteli diagram of arbitrary rank and µ be a
probability invariant measure on B which is an extension of a subdiagram B = (W,E).
Then

(4) lim
n→∞

∑
w∈Wn

µ(Xn(w)) = 1.
Proof. For every n ∈ N, we have X̂

(n)

B
⊂ ⋃w∈Wn

Xn(w). By (3), we obtain that

1 = µ(XB) = µ(X̂B
) = lim

n→∞
µ (X̂(n)

B
) ≤ lim

n→∞
µ( ⋃

w∈Wn

Xn(w)) .
Since the towers of level n are disjoint, we obtain (4). �

The next theorem is the first of two results concerning the rigidity of ergodic invariant
measures supported on odometers.

Theorem 4.6. Let B be an ordered Bratteli diagram with incidence matrices Fn = (f (n)v,w )
and ϕB be the corresponding Vershik map. Let µ be an ergodic invariant probability measure
on B. If µ is an extension from an odometer B = ({v},E) such that

(5)
∑w∈Vn∖{v} f

(n+1)
v,w

f
(n+1)
v,v

Ð→ 0 as n→∞,

then the system (XB, ϕB, µ) is measure-theoretically rigid with rigidity sequence (hn(v))n.
Proof. Let the finite ergodic measure µ be the extension from the odometer on vertex v.
For simplicity, we will denote by Cn(w) any a cylinder set of level n ending in vertex w ∈ Vn,
since all of them carry the same measure µ. Take an arbitrary cylinder set CN ending in
v ∈ VN and ε > 0. Then there exists a level n > N such that

∑
w∈Vn∖{v}

µ(Xn(w)) = ∑
w∈Vn∖{v}

(Fn⋯F1)w,v0µ(Cn(w)) < ε
and (because (5) implies that f

(n+1)
v,v →∞)

1 +∑w∈Vn∖{v} f
(n+1)
v,w

f
(n+1)
v,v

< ε.
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Decompose CN into cylinder sets ending in level n and observe that

µ(CN) = ∑
w∈Vn

(Fn⋯FN+1)w,vµ(Cn(w)) ≤ (Fn⋯FN+1)v,vµ(Cn(v)) + ε.
Let Cn be one such subcylinder of CN ending in v ∈ Vn. Then we can look at the image of
Cn under T hn(v)

µ(Cn ∩ T
hn(v)Cn) ≥ (f (n+1)v,v − 1 − ∑

w∈Vn∖{v}

f
(n+1)
v,w )µ(Cn+1(v))

as all paths in Cn that use an edge in En+1 that connects v ∈ Vn to v ∈ Vn+1 and that are
succeeded by an edge connecting v ∈ Vn to v ∈ Vn+1 in the incoming order to v ∈ Vn+1 return
to themselves in Cn after hn(v) steps. Thus

µ(CN ∩ T
hn(v)CN) ≥ (Fn⋯FN+1)v,vµ(Cn ∩ T

hn(v)Cn)
≥ (Fn⋯FN+1)v,vf (n+1)v,v µ(Cn+1(v))⎛⎜⎝1 −

1 +∑w∈Vn∖{v} f
(n+1)
v,w

f
(n+1)
v,v

⎞⎟⎠
≥ (Fn⋯FN+1)v,vf (n+1)v,v µ(Cn+1(v))(1 − ε)(6)

≥ (1 − ε)(µ(CN(v)) − ∑
w′∈Vn+1∖{v}

(Fn+1⋯FN+1)w′,vµ(Cn+1(w′))
− ∑

w∈Vn∖{v}

(Fn⋯FN+1)w,vf
(n+1)
v,w µ(Cn+1(v)))

≥ (1 − ε)(µ(CN(v)) − 2ε).
This finishes the proof. �

Remark 4.7. This theorem requires no information about the order of the edges, since in
its proof the estimate (6) used the worst possible order where every edge incoming to v

from another vertex destroys the rigidity of an edge incoming to v from v. If we have more

information about the ordering, the extra condition of
∑w∈Vn∖{v} f

(n+1)
v,w

f
(n+1)
v,v

→ 0 can be weakened

or is trivially satisfied, see Corollary 4.14.

Theorem 4.8. Let B be an ordered Bratteli diagram (of arbitrary rank) and ϕB be the
corresponding Vershik map. Let µ be an ergodic invariant probability measure on B. Assume
that µ is an extension from a consecutively ordered odometer B = ({v},E) such that

(7) lim sup
n→∞

f
(n)
v,v =∞.

Then the system (XB, ϕB, µ) is measure-theoretically rigid. The rigidity sequence is a
subsequence of the heights (hn(v))n.
Proof. Let an = f

(n)
v,v . Since µ is an extension from the odometer which passes through the

vertex v on each level of the diagram, the support of µ consists of all infinite paths that
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eventually passes through the first vertex. Hence, by Proposition 4.5, we have

lim
n→∞

µ(Xn(v)) = 1 and lim
n→∞

µ(⊔
w≠v

Xn(w)) = 0.
Thus, for any cylinder set CN(w) which ends at vertex w on level N we have

µ(CN(w)) = lim
k→∞

µ(CN(i) ∩Xnk
(v) ∩Xnk+1(v)) = lim

k→∞
(Fnk−1⋯FN+1)v,wank

µ(Cnk
(v)).

We decompose CN(v) into paths that stay in the vertex v and paths moving to the other
vertices. The measure µ gives zero mass to all paths not tail equivalent to paths inside B.

µ(CN(w)) = lim
n→∞

µ(Cn(v))(Fn⋯FN+1)v,w = lim
n→∞

(Fn⋯FN+1)v,w
a1a2 . . . an

.

Since the order on the diagram is consecutive, we have

µ(T hnk
(v)(CN(w)) ∩CN(w)) ≥ (ank

− 1)(Fnk−1⋯FN)v,wµ(Cnk
(v))

=
ank
− 1

ank

(Fnk−1⋯FN)v,wank
µ(Cnk

(v))→ µ(CN(w))
as n→∞. Thus, we proved measure-theoretical rigidity for all cylinder sets and a sequence
tn = hn, hence the system (XB, ϕB, µ) is measure-theoretically rigid. �

Remark 4.9. In order for a measure extension from an odometer B to be finite, it is
not necessary that (7) holds. For example, for reducible stationary Bratteli diagrams,
the measure extension from the stationary odometer B can be finite (see [BKMS10] and
Theorem 5.1). It is also not a sufficient condition for a measure extension from B to be
finite, since the number of edges may be growing not fast enough to get the finite measure
extension (see [BKMS13], [ABKK17] and Proposition 4.17).

Corollary 4.10. Let (XB, ϕB, µ) be as in Theorem 4.8. Then (XB, ϕB, µ) has zero entropy.

Recall that two Cantor minimal systems (X,T ) and (Y,S) are called Kakutani equivalent
if there exist clopen sets U ⊂ X and V ⊂ Y such that the induced systems (U,TU) and(V,SV ) are topologically conjugate (see e.g. [Dur10]). It was proved in [HPS92] that
a Bratteli-Vershik dynamical system (XB, ϕB) associated with a simple properly ordered
Bratteli diagram (B,≥) is Kakutani equivalent to a Cantor minimal system (Y,S) if and
only if (Y,S) is topologically conjugate to a Bratteli-Vershik system (XB′ , ϕB′), where(B′,≥′) and (B,≥) differ only on finite initial portions (see also [DP22]).

Corollary 4.11. Let (XB, ϕB, µ) be as in Theorem 4.8 and additionally ϕB be minimal
and B be properly ordered. Let (Y,T ) be any Cantor minimal system which is Kakutani
equivalent to (XB, ϕB). Then there is an ergodic invariant probability measure ν for (Y,T )
such that ν is an extension from an odometer and (Y,T, ν) is measure-theoretically rigid.
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4.3. Toeplitz systems as Bratteli-Vershik systems. Below we introduce some classes
of Bratteli diagrams (for more details, see e.g. [ABKK17]).

Definition 4.12. A non-negative integer matrix F = (fij) satisfies the

● equal row sum property (denoted F ∈ ERS or F ∈ ERS(r)) if there is r ∈ N such
that

∑
j

fij = r for all i.

● equal column sum property (denoted F ∈ ECS or F ∈ ECS(c)) if there is c ∈ N such
that

∑
i

fij = c for all j.

Recall that hn(w) is the number of paths between v0 and w ∈ Vn. If Fn ∈ ERS(rn) for
all n, then it is easy to check by induction that

hn(w) = r1⋯rn
for every n and every w ∈ Vn. If Fn ∈ ECS(cn) for all n, then there is an invariant probability
measure on XB such that the measures of cylinder sets Cn(w) of length n which end at a
vertex w ∈ Vn are

µ(Cn(w)) = 1

c1⋯cn
.

In [GJ00], the ERS property for incidence matrices (Fn)n is called the equal path number
property. The following theorem holds:

Theorem 4.13. [GJ00] The family of expansive Bratteli-Vershik systems associated to sim-
ple properly ordered Bratteli diagrams with the equal path number property coincides with
the family of Toeplitz systems up to conjugacy.

For ERS systems we can use 4.6 to show the following.

Corollary 4.14. Let B be an ordered Bratteli diagram with incidence matrices Fn = (f (n)v,w )
which satisfies the ERS(rn) property. If the ergodic invariant probability measure µ is
an extension from an odometer B = ({v},E), then the system (XB, ϕB, µ) is measure-
theoretically rigid with sequence (hn)n.
Proof. By [ABKK17, Theorem 2.1] we know that the extension from the subdiagram B =({v},E) is finite if and only if

∞

∑
n=1

∑
w∈Vn∖{v}

f
(n+1)
v,w hn(v)
∏n+1

i=1 f
(i)
v,v

<∞.

Thus condition (5) is always satisfied as ∏n
i=1 f

(i)
v,v ≤ ∏

n
j=1 rj = hn(v) and

∑w∈Vn∖{v} f
(n+1)
v,w

f
(n+1)
v,v

≤
∏n

j=1 rj∑w∈Vn∖{v} f
(n+1)
v,w

∏n+1
i=1 f

(i)
v,v

Ð→ 0 as n→∞.
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�

In [Wil84] the following condition for regularity of Toeplitz systems is proven for subshifts,
we have adapted it into the Bratteli-Vershik setting.

Proposition 4.15. Let (X,T ) be a Toeplitz system of finite rank and let B = (V,E) be
a Bratteli-Vershik representation of (X,T ) by the construction from [GJ00]. Let θn be the
substitution read on level n with constant length rn. If

∞

∑
n=1

1

rn
diverges,

then the Toeplitz system is regular.

Proof. We know that by the construction θn is proper, primitive and of constant length
rn > 2. In [Kůr03] the algorithm to go from a constant length, proper and primitive
substitution to its Toeplitz sequence ω is explained. We define pn = ∏n

i=1 ri as the length of
substitution words in θ1 ○ ⋅ ⋅ ⋅ ○ θn and compute the density up to level n as

δn =
δn−1pn−1(rn − 2)

pn
= δn−1

rn − 2

rn
.

Therefore the density of unknown symbols is

δ(ω) = lim
n→∞

n∏
i=1

(1 − 2

ri
) .

Thus the density converges to zero if and only if ∑∞i=1 2

ri
=∞. �

In case that ∑∞n=1 1

rn
< ∞, there might be another Bratteli-Vershik representation such

that the sum diverges. By telescoping an existing Bratteli-Vershik system we can always
find a representation such that the sum converges. Thus, Proposition 4.15 provides only a
sufficient but not necessary condition for a Toeplitz system to be regular.

Remark 4.16. From this follows that any Toeplitz system generated by finitely many proper
substitutions (in a Bratteli-Vershik context this property is called linearly recurrent) is
regular.

Proposition 4.17 describes ergodic invariant measures and their supports for Bratteli
diagrams with 2 × 2 incidence matrices satisfying the ERS property (see also [FFT09]).

Proposition 4.17. [ABKK17] Let B be a Bratteli diagram with 2 × 2 incidence matrices

Fn = (f (n)v,w ) satisfying ERS:

(8) F1 = (11) and Fn = (an bn
cn dn

) , where an + bn = cn + dn = rn for every n ≥ 2.

(i) Let B(v) be an odometer which is a vertex subdiagram of B generated by vertices v ∈ Vn.
The extension of the unique invariant measure µ from the odometer B(v) to the path space
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XB is finite if and only if

(9)
∞∑
n=0

f
(n+1)
v,vn

rn+1
<∞,

where {vn} = Vn ∖ {v}.
(ii) There are exactly two finite ergodic invariant measures on B if and only if

(10)
∞∑
k=1

min{bk, dk}
rk

<∞ and
∞∑
k=1

min{ak, ck}
rk

<∞.

In this case, these measures are supported on odometers that satisfy condition (9).
(iii) If

(11)
∞∑
k=1

min{ak, bk, ck, dk}
rk

=∞,

then there is no odometer such that the unique measure µ would be the extension of a
measure supported by this odometer.

Remark 4.18. Let B be as in (8). Assume that B has an ergodic invariant probability
measure which is an extension from an odometer. After changing the numeration of the
vertices, we may always assume that the odometer passes through the first vertex of each
level. From (9) it follows that

∞∑
n=0

bn

rn
<∞.

Assume that B is simple, hence bn ≠ 0 for infinitely many n. Thus, we have

lim sup
n→∞

rn =∞

and hence

lim sup
n→∞

an =∞.

We let B be as in (8) with a simple hat and investigate its rigidity behaviors. By
Theorems 2.31, 4.13 and 4.3 if the diagram B is properly ordered then it can model either
an odometer (if an = bn and the same order for incoming edges in both vertices) or a Toeplitz
system (S-adic subshift).

Generally there are three possible situations for the ergodic measures. Either there are
two ergodic measures, both finite extensions from odometers or there is a unique invariant
measure which is either a finite extensions from an odometer or it is of exact finite rank, see
Proposition 4.17. If the ergodic measures are finite extensions from an odometer, Proposi-
tion 4.17 (9) shows that the conditions of Theorem 4.6 are satisfied and thus the measure
is rigid. In the case of a unique invariant measure with exact finite rank we need further
assumptions such as regularity by ∑1/rn < ∞ or an = dn to achieve rigidity. For example
let Fn = F be stationary with a, b, c, d ∈ N such that a + b = c + d = r, then the system is
uniquely ergodic and by Proposition 4.15 the Toeplitz system is regular. Furthermore by
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Remark 3.4 its unique invariant measure is rigid. Another exact finite rank example that
is irregular is shown later in Example 4.20.

In the case of a 2 × 2 incidence matrix additionally satisfying the ECS property we have
the following result.

Theorem 4.19. Let B be a non-stationary Bratteli diagram with incidence matrices

F1 = (11) and Fn = (an bn
bn an

) , for n ≥ 2.

such that an + bn → ∞ as n → ∞. Denote rn = cn = an + bn for n ≥ 2 and c1 = 2 , r1 = 1.
Then for all n ≥ 1 both Fn ∈ ERS(rn) and Fn ∈ ECS(cn). In particular, there exists a
probability invariant measure µ (not necessarily ergodic) on B such that

µ(Cn) = 1

c1⋯cn
for a cylinder set of length n.

Endow B with a left-to-right ordering and let ϕB be a corresponding Vershik map. Then
the system (XB, ϕB, µ) is measure-theoretically rigid.

Proof. We take an arbitrary cylinder set CN that ends in a vertex w ∈ VN , then for any
n > N we decompose it into cylinders Cn(v) of length n > N . There are (Fn−1⋯FN)v,w
cylinders Cn(v) ending in a vertex v ∈ Vn. Now we take all paths in Cn(v) such that the
edge xn+1 to ṽ ∈ Vn+1 is not the last in the block of edges connecting v to ṽ. These paths
will return to the cylinder Cn(v) after hn(v) steps. Thus by the special structure of Fn we
get

µ(T hn(CN) ∩CN) ≥ (an+1 + bn+1 − 2)((Fn⋯FN+1)1,w + (Fn⋯FN+1)2,w)µ(Cn+1)
= (an+1 + bn+1 − 2)(aN+1 + bN+1)⋯(an + bn)(a0 + b0)⋯(an+1 + bn+1)
=

an+1 + bn+1 − 2(a0 + b0)⋯(aN + bN)(an+1 + bn+1)
=
an+1 + bn+1 − 2

an+1 + bn+1
µ(CN).

Denote

αn =
an + bn − 2

an + bn
.

Then αn → 1 as n→∞. Thus

lim
n→∞

µ(T hn(CN) ∩CN) = µ(CN)
for all cylinder sets CN . Thus, the system (XB, ϕB, µ) is measure-theoretically rigid. �

If by Proposition 3.1 in [ABKK17] diagram B has a unique ergodic invariant probability
measure, then the measure defined in the Theorem is it. Thus in the case of B with exact
finite rank, the system (XB, ϕB, µ) rigid.
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Example 4.20 (Rigid Toeplitz system which is not measure-theoretical isomorphic to any
odometer). As in Example 6 from [ADE24] we define an S-adic subshift (X,T ) on the
alphabet for A = {1,2} with substitutions

θn ∶

⎧⎪⎪⎨⎪⎪⎩
1↦ (121)s(n)2,
2↦ 1(121)s(n)

and 3s(n)+ 1 = 52n. These substitutions are primitive and of constant length. By [ADE24]
the generated subshift is a Toeplitz system with finite topological rank (thus zero entropy)
that does not have a discrete spectrum and is not measure-theoretical isomorphic to its
maximal equicontinuous factor, the odometer (Z5,+1), or any other odometer.

We can represent this subshift as a Bratteli-Vershik system. As the substitutions θn are
not proper the Bratteli diagram has different substitution reads on even and odd levels, see
[DL12]

θ2n ∶

⎧⎪⎪⎨⎪⎪⎩
1↦ (121)s(2n)2,
2↦ 1(121)s(2n)

and

θ′2n+1 ∶

⎧⎪⎪⎨⎪⎪⎩
1↦ 12(121)s(2n+1)−121,
2↦ (121)s(2n+1)1.

The incidence matrices are

Fn = ( 2s(n) s(n) + 1
2s(n) + 1 s(n) )

with ERS for all n ∈ N, thus hn(1) = hn(2) = hn. The diagram is of exact finite rank
and thus has a unique ergodic probability measure µ by Theorem 2.33. It follows from
Theorem 2.34 that the system is partially rigid. To show measure-theoretical rigidity we
prove that (3hm)m is a rigidity sequence.

Take any level m ∈ N and cylinder set Cm(1), decomposing this into sets of level m + 1
gives

µ(Cm(1)) = 2s(m + 1)µ(Cm+1(1)) + (2s(m + 1) + 1)µ(Cm+1(2)).
By the many repetitions of the letter 1 in θn(1) (or θ′n(1)) in every third position, we

see that all but at most 4 cylinder subsets Cm+1(1) ⊆ Cm(1) return to Cm(1)
T 3hmCm+1(1) ⊆ T 3hmCm(1) ∩Cm(1).

Similarly all but at most 2 cylinder subsets Cm+1(2) ⊆ Cm(1) return to Cm(1) after 3hm-
steps. For cylinder sets Cm(2) all but at most 2 cylinder subsets Cm+1(w) ⊆ Cm(2) return
after 3hm-steps.

Thus for arbitrary cylinder set CN(v) and ε > 0 by Lemma 4.21 there exists a level m
such that 10hmµm+1(w) < ε for all w ∈ Vm+1. We decompose CN(v) into sets of length
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m > N and then

µ(T 3hmCN(v) ∩CN(v)) ≥ (Fm⋯FN+1)1,vµ(T 3hmCm(1) ∩Cm(1))
+ (Fm⋯FN+1)2,vµ(T 3hmCm(2) ∩Cm(2))

≥ (Fm⋯FN+1)1,v(µ(Cm(1)) − 4µ(Cm+1(1)) − 2µ(Cm+1(2)))
+ (Fm⋯FN+1)2,v(µ(Cm(2)) − 2µ(Cm+1(1)) − 2µ(Cm+1(2)))

≥ µ(CN(v)) − 10hmµ(Cm+1(w))
> µ(CN(v)) − ε.

Thus the system is rigid with rigidity sequence (3hm)m.

Lemma 4.21. Let B be a Bratteli diagram of exact finite rank and equal row sum such that
rn →∞. Then there exists a subsequence (nk)k such that

lim
k→∞

hnk−1µ(Cnk
(v)) = 0

for all cylinder sets Cnk
(v) ending in vertices v ∈ Vnk

.

Proof. We know by the equal row sum that hn = hn(v) = ∏n
i=1 ri for all n ∈ N and v ∈ Vn.

From Proposition 5.6.(2) in [BKMS13] it follows that there exists a subsequence (nk)k such
that for all v ∈ Vnk

there is a constant cv > 0 such that

lim
k→∞

cvµ(Cnk
(v)) nk∏

i=1

ri = 1.

Therefore

lim
k→∞

cvhnk−1µ(Cnk
(v))rnk

= 1

and since rnk
→∞, we have

lim
k→∞

hnk−1µ(Cnk
(v)) = 0.

The proof is complete. �

Theorem 4.22. Let (X,T ) be a finite rank Toeplitz system with ergodic measure µ such
that the following properties hold. Let B be a Bratteli diagram representing (X,T ) with

incidence matrices Fn = (f (n)v,w ) ∈ ERS(rn) and let θn be the substitution read for level n of
B.

For every level n ∈ N there exists Mn ∈ N such that:

● Let ρ
(n)
w,v be the number of indices i ∈ {1, . . . , rn −Mn} such that

v = θn(w)i = θn(w)i+Mn
for v ∈ Vn−1, w ∈ Vn.

● There exists subsequence (nk)k such that

hnk
(f (nk+1)

w′,w − ρ
(nk+1)
w′,w )µ(Cnk+1(w′))→ 0 as k →∞

for all w ∈ Vnk
and w′ ∈ Vnk+1.

Then the system (X,T ) is rigid with sequence (Mnk
hnk
)k.



RIGIDITY AND TOEPLITZ SYSTEMS 25

Proof. Take arbitrary cylinder set CN(v), ε > 0 and m such that

∑
w∈Vm

hm ∑
w′∈Vm+1

(f (m+1)w′,w − ρ
(m+1)
w′,w )µ(Cm+1(w′)) < ε.

We decompose CN(v) into subsets of length m

µ(CN(v)) = ∑
w∈Vm

(Fm⋯FN+1)v,wµ(Cm(w))
and then

µ(CN(v) ∩ TMmhmCN(v)) ≥ ∑
w∈Vm

(Fm⋯FN+1)v,wµ(Cm(w) ∩ TMmhmCm(w))
≥ ∑

w∈Vm

(Fm⋯FN+1)v,w ∑
w′∈Vm+1

ρ
(m+1)
w′,w µ(Cm+1(w′))

≥ µ(CN(v)) − ∑
w∈Vm

hm ∑
w′∈Vm+1

(f (m+1)w′,w − ρ
(m+1)
w′,w )µ(Cm+1(w′))

≥ µ(CN(v)) − ε.
Thus the system (X,T ) is rigid with sequence (Mnk

hnk
)k. �

Corollary 4.23. If the Toeplitz system is of exact finite rank with rn → ∞ and f
(nk+1)
w′,w −

ρ
(nk+1)
w′,w less than some constant for all levels nk, then the system is rigid.

Proof. Under these assumptions and by Lemma 4.21 the conditions of Theorem 4.22 are
satisfied. �

As an application of Theorem 4.8, we get Proposition 6.8 in [DMR23] which states that
for every r ≥ 1 there is an S-adic subshift such that the number of its ergodic invariant
probability measures is r and every ergodic measure is rigid for the same rigidity sequence.
Moreover, the following example provides us with a minimal S-adic subshift of zero entropy
which is Toeplitz and has countably infinitely many ergodic invariant probability measures
which are rigid for the same rigidity sequence.

Example 4.24. We present a class of Bratteli diagrams with countably infinite set of ergodic
invariant probability measures. It is a slight modification of a class of diagrams presented
in Subsection 6.3 of [BKK19]. To construct such diagrams, we let Vn = {0,1, . . . , n} for
n = 0,1, . . ., and let {an}∞n=0 be a sequence of natural numbers such that

(12)
∞∑
n=0

n

an
<∞.

To define the edge set t−1(w) for every vertex w, we use the following procedure. For
w ∈ Vn+1 such that w ≠ n + 1, the set t−1(w) consists of an (vertical) edges connecting
w ∈ Vn+1 with the vertex w ∈ Vn and n single edges connecting w ∈ Vn+1 with every vertex
u ∈ Vn, u ≠ w. For w = n+1, let t−1(w) contain (an −1) edges connecting w with the vertex
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n on level Vn, two edges connecting w to u = n− 1 ∈ Vn and n− 1 single edges connecting w

with all other vertices u = 0,1, . . . , n − 2 of Vn. Then

∣t−1(w)∣ = an + n
for every w ∈ Vn+1 and every n = 0,1, . . .

The incidence matrices F̃n of B have the following form

F̃n =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

an 1 . . . 1 1

1 an . . . 1 1

⋮ ⋮ ⋱ ⋮ ⋮

1 1 . . . an 1

1 1 . . . 1 an
1 1 . . . 2 an − 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
for n = 1,2, . . .

We observe that the Bratteli diagram defined above admits a natural order generating
the Bratteli-Vershik homeomorphism. For instance, we can use the left-to-right order which
is consecutive (see Definition 4.1). Then the minimal edge is always an edge between w

and the vertex 0 ∈ Vn and the maximal edge is an edge between w and the vertex n ∈ Vn.
It is easy to see that XB has a unique infinite minimal path passing through the vertices
0 ∈ Vn, n ≥ 0 and a unique infinite maximal path passing through the vertices n ∈ Vn, n ≥ 0.
Thus, a Vershik map ϕB ∶XB → XB exists and it is minimal. Figure 2 depicts Bratteli
diagram defined by matrix F̃n. It is known that all minimal Bratteli-Vershik systems with
a consecutive ordering have entropy zero (see e.g. [Dur10]) hence the system that we
describe in this subsection has zero entropy. By Proposition 4.3, the system (XB, ϕB) is a
minimal S-adic subshift defined by the substitutions read on B.

One can repeat the proof given in Proposition 6.3 of [ABKK17] to show that the diagram
B has countably infinitely many ergodic invariant probability measures. These measures
can be obtained as extensions of invariant measures from the odometers that pass through
the sequences of vertices w0 = (0,0,0, . . .), w1 = (0,1,1, . . .), w2 = (0,1,2,2, . . .), . . ., w∞ =(0,1,2,3, . . .). By Theorem 4.8, the systems (XB, ϕB, µ) are measure-theoretically rigid for

all ergodic invariant probability measures µ. Since each F̃n has an equal row sum property,
on each level n all towers have the same height hn. It follows from the proof of Theorem 4.8
that the heights of the towers (hn)n form a rigidity sequence for (XB, ϕB, µ) for any ergodic
invariant probability measure µ. It follows also that for any invariant probability measure
ν, the system (XB, ϕB, ν) is measure-theoretically rigid with the same rigidity sequence(hn)n.

Lemma 4.25. Example 4.24 is expansive and hence a Toeplitz shift.

Proof. We observe the substitution read θn of B from Vn to Vn−1 is

θn(j) = 01⋯(j − 1)jan(j + 1)⋯(n − 2)(n − 1) for all j ∈ Vn−1,

θn(n) = 01⋯(n − 2)2(n − 1)an−1.
and that the all maximal incoming edges have the vertex n − 1 as its source.
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⋯ ⋯ ⋯

⋯ ⋯ ⋯ ⋯

⋮ ⋮ ⋮ ⋮

Figure 2.

For two edge-coded paths x and x′ in the diagram, we define H(x, x′) = min{j ≥ 1 ∶

xj ≠ x′j}. Let δ > 0 be such that d(x, x′) > δ if H(x, x′) ≤ 2. Take two distinct such

paths x, x′ and assume from now on that k ∶= H(x, x′) ≥ 3. Then s(xk) = s(x′k). If
both x and x′ represent non-maximal paths from v0 to t(xk), and t(x′k) respectively, then
H(ϕB(x), ϕB(x′)) = H(x, x′), so we can iterate the Vershik map until one of the paths,
say x, is maximal between v0 and t(xk). Then by the previous observation s(xk) = k − 1.
We distinguish three cases:

(1) t(xk) = t(x′k). Since xk is a maximal incoming edge, this can only be if t(xk) = k or
k − 1, as otherwise the definition of k is violated. In both cases s(ϕB(x)k) = 0 and
s(ϕB(x′)k) = k or k − 1. Hence H(ϕB(x), ϕB(x′)) <H(x, x′).

(2) t(xk) ≠ t(x′k) and x′k is not a maximal incoming edge. Then s(ϕB(x)k) = 0 and
s(ϕB(x′)k) ≠ 0 as all outgoing edges of the first vertex are either minimal (so
preceded by maximal edges) or preceded by edges ek with s(ek) = 0, so we never
have s(x′k) = k − 1, excluding this case as well. Then H(ϕB(x), ϕB(x′)) <H(x, x′).

(3) t(xk) ≠ t(x′k) and x′k is a maximal incoming edge. Then there exists some multiple

m ∈ N for the height h = hk−1(s(xk)) such that s(ϕ−mh
B (x)k) ≠ s(ϕ−mh

B (x′)k), so

that H(ϕ−mh
B (x), ϕ−mh

B (x′)) <H(x, x′).
Hence, there is always some iterate n ∈ Z such that H(ϕn

B(x), ϕn
B(x′)) <H(x, x′), and by in-

duction this means that lim infn∈ZH(ϕn
B(x), ϕn

B(x′)) ≤ 2, so lim supn∈Z d(ϕn
B(x), ϕn

B(x′)) >
δ and expansivity follows. �
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0 1 0
5 1 423

⋮ ⋮

Figure 3.

5. Examples of non-rigid partially rigid systems

In this section we give two examples of non-rigidity, both defined by stationary Bratteli
diagrams. One is an invertible non-minimal system, the other based on enumeration systems
is not invertible.

5.1. A family of non-minimal examples. Using the methods from the previous sections,
we first give a family of stationary Bratteli-Vershik systems with a non-rigid, partially rigid
fully supported measure.

Theorem 5.1. Let p ≥ 2 and q > 2 be integers and B be the stationary Bratteli diagram with
the incidence matrix

F = (2 0

p q
) ,

so that the vertical odometer corresponding to the second vertex is consecutively ordered and
the maximal and minimal edges that end in the second vertex start at the first vertex. Let
ϕB be the corresponding Vershik homeomorphism. Then (XB, ϕB) is partially rigid but not
rigid w.r.t. the unique fully supported ergodic measure.

Remark 5.2. Figure 3 demonstrates the order for p = 2 and q = 4. In fact, the same conclu-
sion holds for any stationary choice of order such that the vertical odometer corresponding
to the second vertex is consecutively ordered, but for simplicity of the proof, we fixed the
order as we did, with a unique minimal and a unique maximal path.

Proof. This Bratteli-Vershik systems is transitive but not minimal. The heights of the
towers satisfy

hn(1) = 2n−1, hn(2) = qn−1 (1 + p

q − 2
) − 2n−1p

q − 2
= qhn−1(2) + phn−1(1).

The diagram preserves exactly two finite ergodic measures, µ1 and µ2 (see [BKMS10]). The
measure µ1 is supported on the odometer subdiagram B with vertex vn(1). By Theorem
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4.6 the measure µ1 is rigid with rigidity sequence (hn(1))n. However, this measure is not
fully supported. The other measure µ2 is fully supported, because each tail-equivalence
class that eventually only goes through vn(2) is dense in B.

First, we will show that (X,ϕB, µ2) is partially rigid. Fix N ≥ 1 and for each n ≥ N ,
let Cn be a cylinder set of length n that ends at t(xn) = vn(2). We partition Cn into(n + 1)-cylinders Cn+1(1), . . . , Cn+1(q) according to the edge xn+1; each Cn+1(a), 1 ≤ a < q,
surely returns to Cn after sn = hn(2) steps. Therefore

lim inf
n→∞

µ2(ϕsn
B
(CN) ∩CN) ≥ q − 1

q
µ(CN)

for any cylinder CN ending in the second vertex.
In contrast, consider an N -cylinder that ends at the first vertex of the diagram. We

decompose it into paths that stay at the first vertex and paths moving to the second
vertex. The measure µ2 gives zero mass to paths that stay at the first vertex for all levels
n. The set of paths moving to the second vertex at some point is a countable union of
subcylinders ending at the second vertex. Thus the system (X,ϕB, µ2) is partially rigid

with α ≥ q−1
q

.

Now for the non-rigidity of µ2, take ε ∈ (0, (10q)−6) arbitrary, and take n0 maximal such
that 2−n0 > 4ε. Therefore any two distinct n0-cylinders are at least 4ε apart. Also, take
n1 ∈ N minimal so that hn0

(2) < phn1+1(1), which also means phn1+1(1) < 2hn0
(2) because

hn1+1(1) = 2hn1
(1). Without loss of generality let us assume that for all n, the vertical

edges with the source vn(2) and target vn+1(2) are enumerated from 1 to q among all edges
in t−1(vn+1(2)); cf. Remark 5.2. For n ≥ 1 and 0 ≤ a < p + q, set

Yn+1(a) ∶= {x ∈XB ∶ t(xn+1) = vn+1(2) and xn+1 = a} and Zn+1(a) = Yn+1(q) ∩ Yn+2(a).
Claim 1: The sequence (hn(2))n≥1 is not a sequence of rigidity times. More precisely, for
all n > n1 and 1 ≤ a < q:

µ2({x ∈ Zn+1(a) ∶ d(ϕhn(2)
B

(x), x) > 4ε}) > 1

(q + 1)2µ2(Zn+1(a)).

Proof of Claim 1. To prove the claim, let n > n1 and C ⊂ Zn+1(a) be a cylinder with edges
x1 . . . xn+2, xj ∈ {1, . . . , q} for 2 ≤ j ≤ n, and in particular xn0+1 = q − 1, xn1+1 = 1, xn+1 = q
and xn+2 ∈ {1, . . . , q − 1}. Since pµ2(Yn(0)) = pµ2(Yn(q + 1)) = ⋅ ⋅ ⋅ = pµ2(Yn(q + p − 1)) <
µ2(Yn(1)) = µ2(Yn(2)) = ⋅ ⋅ ⋅ = µ2(Yn(q)) the collection of such cylinders C has at least

1/(q+1)2 of the mass of Zn+1(a). Let C ′ = ϕ
hn1
(2)

B
(C), so for every x ∈ C and x′ = ϕ

hn1
(2)

B
(x)

satisfies x′n1+1
= 2, and x′j = xj for all j ≠ n1 + 1, in particular C ′ ⊂ Zn+1(a).

It takes hj(2) iterates to change xj+1 ∈ {1, . . . , q − 1} to xj+1 + 1 and restore all the edges
xk, k ≤ j. Similarly, it takes hj(2)+phj(1) iterates to change xj+1 = q to edge 1 and restore
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all the edges xk, k ≤ j, provided that xj+2 ≠ q. We compute inductively

hn(2) − phn(1) = qhn−1(2) + phn−1(1) − phn(1)
= (q − 1)hn−1(2) + hn−1(2) − phn−1(1) + p(2hn−1(1) − hn(1))
= (q − 1)hn−1(2) + hn−1(2) − phn−1(1)
= (q − 1)hn−1(2) +⋯+ (q − 1)h1(2) + h1(2) − ph1(1)
= (q − 1) n−1∑

j=1

hj(2) + 1 − p

= (q − 1) n−1∑
j=1

hj(2) + p n−1∑
j=1,xj+1≠1

hj(1) − d,
where d = p∑n−1

j=1,xj+1≠1
hj(1)+ p− 1. This means that ϕ

hn(2)
B

(x) = ϕ−dB (y), for a path y with

yj =
⎧⎪⎪⎨⎪⎪⎩
xj − 1 for xj > 1,
q for xj = 1

for all 2 ≤ j ≤ n, yn+1 = 1, yn+2 = xn+2 + 1 and yj = xj for j > n + 2.

Let y′ be the analogue for x′ = ϕ
hn1
(2)

B
(x), so ϕ

hn(2)
B

(x′) = ϕ−d
′

B (y′), but note that
d′ = d + phn1+1(1).

Now if ϕ−dB (y)j ≠ xj for some j ≤ n0, then d(ϕhn(2)
B

(x), x) > 4ε. So assume that ϕ−dB (y)j =
xj for all j ≤ n0. Then also ϕ−dB (y′)j = x′j for all j ≤ n0. But recall that

d′ − d = phn1+1(1) = hn0
(2) + r for some 0 < r < hn0

(2).
Therefore, taking z′ = ϕ

−hn0
(2)

B
○ϕ−dB (y′) we find

ϕ
hn(2)
B

(x′) = ϕ−rB (z′) and z′j =
⎧⎪⎪⎨⎪⎪⎩
x′j for j ≤ n0,

x′n0+1
− 1 = q − 2 for j = n0 + 1.

Therefore [ϕ−hn1
(1)

B
(z′)]j ≠ x′j for at least one j ≤ n0. This shows that d(ϕhn(2)

B
(x′), x′) > 4ε.

We obtain that, at least one of C and C ′ does not return to itself after hn(2) iterates.
Recall that xn1+1 = 1 while x′n1+1

= 2, hence the above lack of rigidity applies to cylinders

that represent at least 1/(q + 1)2 of the mass of Zn+1(a), proving the claim. �

Now to prove the non-rigidity of µ2, recall that for every n > n1, any two points in the
same n-cylinder are less than ε apart. Suppose by contradiction that s ≥ hn1

(2) is a rigidity
time in the sense that

µ2(Uε(s)) > 1 − ε for Uε(s) = {x ∈XB ∶ d(ϕs
B(x), x) < ε}.

Let n ≥ n1 be maximal such that hn(2) ≤ s. First assume that s < (q − 1)hn(2) and

1 ≤ a < q, and let Wn+1 ∶= {x ∈ Zn+1(a) ∶ d(ϕhn(2)
B

(x), x) > 4ε)}. Consider W ′
n+1 =

ϕ−sB (Wn+1) ⊂ ⋃q−1
a=1 Yn+1(a) and W ′′

n+1 = ϕ
hn(2)
B

(W ′
n+1) ⊂ ⋃q

a=2 Yn+1(a). Note that µ2(W ′′
n+1) ≥

1

(q+1)2
µ(Zn+1(a)) > 2ε.
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If x ∈ Uε(s) ∩W ′
n+1, then ϕ

s−hn(2)
B

(x) ∈ ⋃q−1
a=1 Yn+1(a) and

d(ϕs−hn(2)
B

(x), x) ≤ d(ϕs
B(x), x) + d(ϕs

B(x), ϕs−hn(2)
B

(x)) < ε + ε = 2ε.
But then x′ ∶= ϕhn(2)

B
(x) ∈W ′′

n+2 and x′′ ∶= ϕs−hn(2)
B

(x′)ϕs
B(x) ∈Wn+1 satisfy

d(ϕs
B(x′), x′) ≥ d(ϕs

B(x′), ϕs−hn(2)
B

(x′)) − d(ϕs−hn(2)
B

(x′), x′)
= d(ϕhn(2)

B
(x′′), x′′) − d(ϕs−hn(2)

B
(x), x) > 4ε − 2ε = 2ε.

Hence W ′′
n+1 ∩Uε(s) = ∅, which contradicts that µ2(Uε(s)) > 1 − ε.

Now s < 2hn(2) so that hn+1(2) − s ≥ (q − 1)hn(2). For n ≥ 1 and 0 ≤ a < p + q, set

Z ′n+2(a) ∶= {x ∈XB ∶ t(xn+2) = vn+2(2), xn0+1 = q − 1, xn1+1 ∈ {1,2},
xn+1 ∈ {1, . . . , q − 2}, xn+2 = q, xn+3 ∈ {1, . . . , q − 1}}

Claim 2: Set Q = {x ∈ Z ′n+2(a) ∶ d(ϕhn+1(2)
B

(x), x) > 4ε}. There is γ > (q + 1)−4 such that

µ2(Q) > 1

2
µ2(Z ′n+2(a)) > γ for every n > n1.

The proof of Claim 2 is similar to that of Claim 1. The details are left to the reader.
Let R = {y ∈XB ∶ yj = xj for j ≠ n + 2, yn+2 = 1 for some x ∈ Q}. Note that since yn+2 = 1

for every y ∈ R we have d(ϕhn+1(2)
B

(y), y) < ε. Now fix any x ∈ Q and associated y ∈ R
which has all coordinates, but (n + 2)-th the same as x. Then, since xn+1 < q − 1, points

ϕs
B(x) and ϕs

B(y) satisfy ϕs
B(x)j = ϕs

B(y)j for j ≤ n. Note also that ϕ
hn+1(2)
B

(y)j = yj for

all j ≤ n0 and ϕ
hn+1(2)
B

(x)j ≠ xj for some j ≤ n0. It means that there is j ≤ n0 such that

ϕ
hn+1(2)
B

(y)j ≠ ϕs
B(y)j or ϕ

hn+1(2)
B

(x)j ≠ ϕs
B(x)j . This in turn means that

d(ϕs
B(x), ϕhn+1(2)−s

B
(ϕs

B(x))) ≥ ε or d(ϕs
B(y), ϕhn+1(2)−s

B
(ϕs

B(y))) ≥ ε.
As a consequence µ2(Uε(hn+1(2) − s)) < 1 − γ which is a contradiction. �

Remark 5.3. It seems that the assumption that the Bratteli diagram in Theorem 5.1 is
stationary is important for the result to hold. To see this, modify the stationary Bratteli
diagram from Theorem 5.1 to the non-stationary one with the following incidence matrices:

Fn = ( 2 0

pn qn
) ,

where lim supn→∞ qn = ∞ and the series ∑∞n=1 pn2
n−1

∏n
k=1 qk

converges. Define the order as in

Theorem 5.1, then both ergodic invariant measures are rigid (the measure extension from
the second odometer is finite by [ABKK17, Theorem 2.1]). To prove that the measure
sitting of the second vertex is rigid, use Theorem 4.8. Since the odometer corresponding
to the second vertex is consecutively ordered and has the growing number of edges, the
sequence (hn(2)) is a rigidity sequence.
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5.2. Examples from kneading theory and enumeration systems. The non-rigid ex-
ample in this subsection is minimal but not a homeomorphisms, it is one of a family of so
called enumeration systems, which exhibit varying rigidity behaviors.

The following approach and notation comes from kneading theory, i.e., the symbolic
dynamics of unimodal maps, see [Bru22, Section 3.6.3]. Given a kneading map Q ∶ N →
N ∪ {0} satisfying Q(k) < k for all k ∈ N, we build a recursive sequence

(13) S0 = 1, Sk = Sk−1 + SQ(k).

This is the sequence of cutting times, and it fully determines the combinatorial properties
of the orbit orb(c) of the critical point c = 0 of a unimodal map fℓ,a ∶ [0,1] → [0,1],
x ↦ a − ∣x∣ℓ. Here ℓ is the so-called critical order and parameter a can be chosen that

fℓ,a has cutting times (Sk)k≥0.1 For instance, if Q(k) → ∞, then orb(c) is a minimal

Cantor set [Bru22, Theorem 4.120], and if supk k −Q(k) < ∞, then f ∶ orb(c) → orb(c) is
uniquely ergodic [Bru22, Corollary 6.41], and a fortiori, orb(c) attract Lebesgue-a.e. orbit,
see [Bru98, Theorem A].

One can describe the associated dynamics by means of enumeration scales, introduced
in [BDIL00, BDL02], see also [Bru22, Section 5.3]. It allows a more general approach to
Cantor system, based on more general recursive sequences, but in this section we stick to the
recursion (13). Every N ∈ N0 can be represented as a sequence (xi)∞i=0 of digits xi ∈ {0,1}
through the greedy algorithm such that

⟨N⟩ = x0x1⋯ for N =∑
i≥0

xiSi.

We define the set X0 = ⟨N0⟩ and take its closure X in the product topology on N
N0

0
.

As dynamics the ’addition of one’ maps T ∶ X0 ↦ X0 by T (⟨n⟩) = ⟨n + 1⟩. This can be
continuously extended to the set X, provided that Q(k) → ∞ (which is the assumption
that we will pose from now on), and in this case T ∶X →X is surjective and minimal. The
system (X,T ) is called the enumeration system of the enumeration scale (Sk)k≥0.

Such enumeration scales can be represented as Bratteli-Vershik systems as follows: For
i ≥ 1, the vertex set Vi consists of 1 +#Ki vertices for Ki ∶= {k ∶ Q(k) < i < k}, indexed i

and Ki, and V0 = {v0}. The hat is simple, i.e., E1 contains a unique edge from v0 to each
v ∈ V1. For i ≥ 1, Ei+1 contains an edges (labeled 0) from vi ∈ Vi to vi+1 ∈ Vi+1 and from
vi ∈ Vi to vk ∈ Vi+1 if k > i + 1 > i = Q(k). If Q(i + 1) = i, then there is another edge from
vi ∈ Vi to vi+1 ∈ Vi+1, but this edge is labeled 1. The remaining edges are from vk ∈ Vi,
k > i, to vk ∈ Vi+1 and these are all labeled 0. The labels indicate the (left-to-right) order
of incoming vertices. The resulting Bratteli diagram has a simple hat and a single spine

v0
0
→ v1

0
→ v2

0
→ v3

0
→ . . . (this is the unique minimal infinite path), and for each i ≥ 2,

there is a path from vi upward to vQ(i) ∈ VQ(i) of which the lowest edge is labeled 1 and
the others are labeled 0.

1Provided the kneading map satisfies Hofbauer’s admissibility condition, see [Bru22, Formula (3.22)].
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v0

v1 v2 v3 v4 v5

v2 v3 v4 v5 v6

v3 v4 v5 v6 v7

v4 v5 v6 v7 v8

v5 v6 v7 v8 v9

v6 v7 v8 v9 v10

v7 v8 v9 v10 v11

0 1

0 1

0 1

0 1

0 1

0 1

h1(1) = S0 = 1

S1 = 2

S2 = 3

S3 = 4

S4 = 5

S5 = 6

S6 = 8

⋮ ⋮ ⋮ ⋮ ⋮

Figure 4. The Bratteli diagram for Sk = Sk−1 + Smax{0,k−5}

Figure 4 shows the Bratteli diagram for Q(k) =max{k − 5,0}. In this (stationary) case,
the cutting times are

(Sk)k≥0 = 1,2,3,4,5,6,8,11,15,20,26,34,42,53, . . .
and the incidence matrix is

F =

⎛⎜⎜⎜⎜⎜⎝

1 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

1 0 0 0 0

⎞⎟⎟⎟⎟⎟⎠
.
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Each infinite path has a unique labeling (xi)i≥1 where xi is the label of the i + 1-st edge
of the path. For example, the spine represents ⟨0⟩ = (0,0,0, . . . ) = xmin and ⟨N⟩ = τN(xmin)
for all N ∈ N, so the Vershik map τ takes the role of the addition of one. In general, the
heights are hi(vi ∈ Vi) = Si−1 and hi(vk ∈ Vi) = SQ(k)−1.

Proposition 5.4. If supk k −Q(k) <∞, then the corresponding Cantor system is partially
rigid.

Proof. Let d = supk k − Q(k). Then telescoping between 2d levels will create a Bratteli
diagram with strictly positive incidence matrices, taken from a finite number of possibilities.
Therefore the BV-system has exact finite rank. Hence, the result by Danilenko [Dan16] that
any exact finite rank system is partially rigid applies. �

Now we focus on the special case that Q(k) =max{k−d,0} for d = 1,2,3, . . . If d = 1, then
the enumeration scale is isomorphic to the dyadic odometer (and hence even topologically
rigid). For d = 2, the enumeration system is isomorphic to both the Fibonacci substitution
shift and the golden mean Sturmian shift, both well-known to be rigid. For d = 3 and
d = 4, the enumeration system is isomorphic to a Pisot substitution shift with discrete
spectrum, and therefore rigid as well. See [BKSP97] for the corresponding computations. In
general, we expect Pisot substitution shifts to be rigid, and indeed, if the Pisot substitution
conjecture holds, we obtain a discrete spectrum and hence the required isomorphism to its
maximal equicontinuous factor, via the Halmos-von Neumann Theorem2.

The interesting case comes when d = 5, and the enumeration system, and its characteristic
equation x5 − x4 − 1 = (x − eπi/3)(x − e5πi/3)(x3 − x − 1) = 0 are no longer Pisot.

Theorem 5.5. The enumeration system (X,T ) with Q(k) =max{0, k − 5} is not measure-
theoretically rigid.

Proof. Using techniques from Bratteli diagrams we can compute the measure of cylinder
sets. We let ξ1, . . . , ξ5 be the measures of the cylinder sets of level 1. The structure of the
diagram gives that every vertex on level 1 besides the first has a unique outgoing path until

it hits the spine on a later level. Therefore ξi =
ξi−1
λ

, where λ is the leading eigenvalue of
the transition matrix F , see [BKMS10] for the construction. For cylinder sets Cn+1(i) of
lengths n + 1 ending in i − th-vertex of Vn+1 the measure is

µ(Cn+1(1)) = ξ1

λn
and µ(Cn+1(i)) = (λ − 1)ξ1

λn+i−5
for i /= 1.

Furthermore, the number of paths between two levels is connected to Sk. After telescoping
eight levels, the incidence matrix is full and every vertex of level N connects to every
vertex on level N + 8. The number of paths between the i-th vertex in VN and first in Vn

for n ≥ N + 8 is (Fn−N)1,i = Sn−N−i−3.

2We don’t know if a rigidity proof also exists without these tools (and hence without an answer to the
Pisot substitution conjecture). We also don’t know, whether there are any rigid non-Pisot substitution
shifts, see Section 6.
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A simple proof by induction shows that the sequence (Sk)k satisfies the following recursive
relation for sufficiently large k

(14) Sk+3 = Sk+2 + Sk−2 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Sk+1 + Sk + 1 if k ≡ 0 or 5 mod 6,

Sk+1 + Sk − 1 if k ≡ 2 or 3 mod 6,

Sk+1 + Sk if k ≡ 1 or 4 mod 6.

Define the cylinder set A = [100000]0,5 with the digits 100000 at x0⋯x5 and its subsets

B0

k = [100000]0,5 ∩ [00000000000]k−5,k+5,
B1

k = [100000]0,5 ∩ [00000010000]k−5,k+5,
B−1k = [100000]0,5 ∩ [00001000000]k−5,k+5.

These cylinders indicate paths in the Bratteli diagram that pass through the second edge in
E2 with t(x0) = v2 ∈ V2 for the cylinder A), and that additionally pass through the second
edge in Ek+1±1 with t(xk±1) = vk+1±1 ∈ Vk+1±1 (for the cylinders B±1k ), while the paths in B0

k

go through the spine between levels k − 5 and k + 5. Note also that A, T (A) and T−1(A)
are pairwise disjoint, and B±1k = T

Sk±1(B0

k). The masses of these sets are

µ(A) = ξ1

λ2
and µ(B0

k) = µ(B1

k) = µ(B−1k ) = µ(Ck+3(1))(F k−7)1,1 = ξ1Sk−11

λk+2
.

By the Perron-Frobenius theorem, for a primitive matrix F and its leading eigenvalue λ we
have

lim
n→∞

Fn

λn
= ξη,

where ξ and η are leading right and left strictly positive eigenvectors of F normalised such
that ηξ = 1. Therefore, the fraction Sn

λn converges to a positive constant and µ(B0

k) =
µ(B1

k) = µ(B−1k ) > c > 0 for all k ∈ N.
To finish the proof, let n ≥ 1 be arbitrary and take k = max{j ∶ Sj ≤ n} and n′ = n − Sk,

so n′ < Sk−4.
We claim that for at least one of Tn(B0

k) ∩A, Tn(B1

k) ∩A and Tn(B−1k ) ∩A has mass
< c/2, so n cannot be a rigidity time. This would finish the proof.

To show the claim, take B′ = B0

k ∩ T
−n′(A), and note that Tn′+SjB′ ⊂ A for all j ≥ k + 2.

Indeed, since n′ < Sk−4, applying Tn′ to x ∈ B′ can affect at most the first k − 1 digits.
Applying another TSj doesn’t affect any digit below k − 5, so Tn′+Sj(x) ∈ A.

If µ(B′) < c/2, then µ(Tn′(B0

k) ∖A) ≥ c/2 and each x ∈ Tn′(B0

k) ∖A has 0s in positions
k − 2, . . . , k + 5, but potentially a 1 in position k − 3. Applying another Sk iterates produces
a 1 in position k or k + 1 (since Sk+1 = Sk + Sk−4 = Sk + Sk−3 − Sk−8). That is, Tn(B0

k ∖B
′)

is disjoint from B0

k but has mass ≥ c/2. Thus the claim holds for B0

k.
Assume therefore that µ(B′) ≥ c/2.
● k ≡ 0 or 5 mod 6: Note that TSk+1(B0

k) = B1

k and Tn(B1

k) = Tn′+Sk+1+Sk(B0

k) ⊃
Tn′+Sk+3−1(B′), which is a set of mass ≥ c/2 contained in T−1(A) and hence disjoint
from A. Therefore µ(B1

k ∩ T
n(B1

k)) < c/2.
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● k ≡ 2 or 3 mod 6: Note that TSk+1(B0

k) = B1

k and Tn(B1

k) = Tn′+Sk+1+Sk(B0

k) ⊃
Tn′+Sk+3+1(B′), which is a set of mass ≥ c/2 contained in T (A) and hence disjoint
from A. Therefore µ(B1

k ∩ T
n(B1

k)) < c/2.
● k ≡ 4 mod 6: Now TSk−1(B0

k) = B−1k and Tn(B−1k ) = Tn′+Sk−1+Sk(B0

k) ⊃ Tn′+Sk+2+1(B′),
which is a set of mass ≥ c/2 contained in T (A) and hence disjoint from A. Therefore
µ(B−1k ∩ Tn(B−1k )) < c/2.
● k ≡ 1 mod 6: Now TSk−1(B0

k) = B−1k and Tn(B−1k ) = Tn′+Sk−1+Sk(B0

k) ⊃ Tn′+Sk+2−1(B′),
which is a set of mass ≥ c/2 contained in T−1(A) and hence disjoint from A. There-
fore µ(B−1k ∩ Tn(B−1k )) < c/2.

This finishes the proof of the claim and of the whole theorem. �

6. Open problems

(1) Are there partially rigid but not measure-theoretically rigid Toeplitz systems? Can
one use the construction from Theorem 3.6 with another subshift (Y,σ, ν) to get a
partially rigid, but not measure-theoretically rigid Toeplitz system?

(2) Suppose a minimal Cantor system (X,T,µ) is measure-theoretically rigid (or par-
tially rigid). Does it mean that the first return time map to any clopen set of
positive measure is also measure-theoretically rigid (or partially rigid)?

(3) Compute the best partial rigidity constant (in [DMR23] this constant is called a
“partial rigidity rate”) for enumeration systems considered in Section 5. Determine
which enumeration systems defined by linear recursion are measure-theoretically
rigid.

(4) If a primitive substitution shift is rigid, does it mean that its leading eigenvalue is
Pisot? (Note that this is less restrictive than that the substitution itself is Pisot.
For example, constant length substitutions are rigid by Proposition 4.15 and their
leading eigenvalues are integer, hence Pisot, even though the incidence matrix may
have other eigenvalues outside the unit disk.)

(5) It is known that every Cantor minimal system is strongly orbit equivalent to a
Cantor minimal system of entropy zero (see [BH94], [Dur10]). Is it true that every
Cantor minimal system has in its strong orbit equivalence class a Cantor minimal
system which is (partially) measure-theoretically rigid with respect to at least one
of its ergodic invariant probability measures (see also Remark 2.15)? In particular,
is it true that any simple Bratteli diagram can be telescoped to a diagram admitting
an order such that the corresponding Vershik map is rigid with respect to at least
one of its ergodic invariant probability measures?
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