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Abstract

Modeling the movement of cells (bacteria, amoeba) is a long standing subject and Par-
tial Differential equations have been used several times. The most classical and successful
system was proposed by Patlak [55] and Keller & Segel [39] and is formed of parabolic or
elliptic equations coupled through a drift term. This model exhibits a very deep mathemati-
cal structure because smooth solutions exist for small initial norm (in the appropriate space)
and blow-up for large norms. This reflects experiments on bacteria like FEscherichia Coli or

amoeba like Dictyostelium Discoideum exhibiting pointwise concentrations.

For human endothelial cells, several experiments show the formation of networks that can
be interpreted as the initiation of angiogenesis. To recover such patterns a hydrodynamical

model seems better adapted.

The two systems can be unified by a kinetic approach that was proposed for Escherichia
Coli, based on more precise experiments showing a movement by ’jump and tumble’. This
nonlinear kinetic model is interesting by itself and the existence theory is not complete. It is
also interesting from a scaling point of view; in a diffusion limit one recovers the Keller-Segel
model and in a hydrodynamical limit one recovers the model proposed for human endothelial

cells.

We also mention the mathematical interest of a analyzing another degenerate parabolic



system (exhibiting different properties) proposed to describe the angiogenesis phenomena
i.e. the formation of capillary blood vessels.
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1 Introduction

This paper is concerned by the description of mathematical theory for some examples of chemo-
taxis process. Chemotaxis is a biological phenomenon describing the change of motion when a
population formed of individuals (such as amoebae, bacteria, endothelial cells etc.) reacts in
response (taxis) to an external chemical stimulus spread in the environment where they reside.
As a consequence, the population changes its movement toward (positive chemotaxis) a higher
concentration of the chemical substance. A possible fascinating issue of a positive chemotacti-
cal movement is the aggregation of the organisms involved to form a more complex organism

or body. Various biological issues and mathematical questions around cell motion can also be



Figure 1: MotioN OoF AMOEBA DICTYOSTELIUM DISCOIDEUM IN REACTION TO A CHEMOATTRACTANT EMITTED

FROM THE DARK POINT AT THE UPPER LEFT CORNER.

found in the Lecture Notes in Biomathematics edited by Alt and Hoffmannn [2].

When a population density is involved in a chemotaxis process, a first level of description
has been considered from a Partial Differential Equation viewpoint; the full population at the
macroscopic level is described by a coupled system on its density and the chemoattractant con-
centration. The most famous being Patlak, Keller & Segel model ([55, 39]) which is formed
of parabolic or elliptic equations coupled through a drift term. This model is very successful
for describing the aggregation of the population in a single point (chemotactic collapse in the
terminology of [32]). For this reason it has given rise to an important literature and we refer to
the survey [35] for complements. Here we will give a very simplified account on the status of
the Patlak, Keller-Segel system.

More recently, experiments with human endothelial cells on matrigel have been realized. Their
movements lead to the formation of networks that are interpreted as the beginning of a vascu-
lature ([59, 28]). This phenomenon is important since it is responsible for angiogenesis, a major

factor for the growth of tumors [14, 44]. These structures cannot be explained by the above



parabolic models which generically lead to pointwise blow-up, but are recovered by numerical
experiments on hyperbolic models. This also represent a recent tendency in the literature to
use hyperbolic equations to describe intermediate regimes at the macroscopic level rather than

parabolic equations, see for instance [20] and the references therein.

Another class of models has been proposed which consider a more local (say individual) or
mesoscopic level. This approach involves kinetic (Boltzmann type) equations with nonlinear
scattering kernels which are based upon a detailed knowledge of the motion at the cell level.
Escherichia Coli bacterium for instance is known to move with a sequence of runs and tumbles,
see [1, 54, 53, 62, 13| and the references therein. The advantage of the kinetic model is that,
not only it provides a better detailed description of the movement, but also unifies the two

macroscopic models by asymptotic derivations using either a diffusion or a hydrodynamic scale.

For simplicity, we always present the models in the case of the full space R? (although ex-
periments are always on dishes), and we always consider the simplest models (although many
more complexity in the reactions are needed for most of the experiments), and we always take
the coefficients equal to one as much as this is possible by choosing the correct scales (in other
words we only keep the lowest numbers of parameters).

For chemotaxis we borrow our presentation from the paper [17].

2 The Patlak/Keller-Segel system for chemotaxis

2.1 Existence and blow-up

The simpler model proposed for describing the chemotactic motion takes only into account
the density n(¢, x) of cells and the chemoattractant concentration c¢(¢, x) assuming that the cells
emit directly the chemoattractant which is immediately diffused. Then we arrive to the following

parabolic-elliptic system

%n:An—XV-[nVc], t>0, z € RY

—Ac=n, t>0, zecR? (1)

n(0,x) = no(x) > 0, r € R

where the chemotactic sensitivity function X is constant with respect to the chemical density c.

Notice that with the ad hoc decay conditions at infinity on n and ¢, the chemical concentration



gradient can be represented exactly by

Ve(t,x) = y VE4 (x —y)n(t,y)dy, (2)
where Ej is the fundamental solution of the Laplacian in R%, a formula that can be used directly
in the equation on n. The validity of (1) in the framework of chemotaxis is supported by some
experiments on the Escherichia Coli bacterium (see [11], [6] and the references therein), even
if this model does not seem to reproduce some of the observed chemotactic movement ([11]).
Moreover, system (1) has other interesting physical interpretations. For example it arises in
astrophysics and in statistical mechanics (see [7], [8], [9] and the references therein). System (1)
was extensively studied by many authors and a huge quantity of mathematical results on the
existence of global in time solutions and on the blow-up of local in time solutions, have been
produced. We refer to [35] for a quite complete bibliography. Let us just mention that system
(1) has a conserved energy (see for example [10], [27] and [34]) given by

d

X 2 2
1=z = — — <0.
g {n(lnn 1) 2\Vc\ }dm /n\V(lnn xe)|“dx <0

The different signs in the two terms allow for a complex behaviour as it is expressed in the

Theorem 2.1 (Existence for the chemotazis system (1)) Assume d > 2 and consider some
no € LY(R?) such that ng > 0. There exists a constant K.(X,d) such that if HnOHL

§pay = o

then system (1) has a global (in time) weak solution (n,c) such that for all t > 0, n(t) is

nonnegative and

)

d
[ nttords = [ no(oyde, @l < ol - max{lg -1 <p<

and

d
[n( e ey < C(t, Ko, [[n0l] Lo (rey) 5 <p=co.

Theorem 2.2 (Blow-up for chemotaxis system (1)). For d > 3, assume that

d

2
/Rd %no(aﬁ)dm < Cy (/ no(z)dz) -2 (3)

for some constant C, = C(X,d) > 0, and for d = 2, assume that f]Rd @no(:ﬂ)dx 18 finite and
that [pano > K*(x,d =2) = 87”. Then, the chemotazis system (1) has no global smooth solution

with fast decay.

Remark 2.3 In dimensions d > 3, the assumption (3) is incompatible with the smallness as-
sumption on HnOHL%(Rd) of Theorem 2.1 in view of the classical inequality

2
([ motore)” < ([ oono@ran= ol

% (Rd)’



It can be derived just dividing this integral in two integrals for |x| < R (and use Holder inequality)
and |z| > R (and use |x|> > R?) and optimizing the result in R. In three dimensions, it is

an open question to replace assumption (3) by “||nol| large enough” (without second x-

d
L2 (R4)
moment), as it is suggested in two dimensions and for radial solutions by the result of [32] (see

also [60]).

Remark 2.4 In dimension 2, it is proved recently that the constant K.(x,2) = 87” in [21].

The method differs slightly from that derived in [37] (and that we present below) which gives
K.(x,2) = M}fz%), after estimating the corresponding Gagliardo-Nirenberg-Sobolev constant

Cons = W following [64]. Therefore the threshold for blow-up or existence of classical
solutions is exactly 87“. The corresponding result in a bounded domain was proved in [27].

These results are proved, as stated here in [17]. They are classical except the propagation of

¢ (m) < Ky. We recall that the basic argument for
existence is due to [37] who also proved that blow-up may occur in two space dimensions for

LP norms under the only assumption ||n0HL

large initial data. This result was extended to dimensions d > 3 in the case of radial symmetric
solutions by Nagai [50] who shows that blow-up may arise whatever the initial mass is, depending
on the x momentum of order d of ng. Actually, the radial case is better understood and, in
two space dimensions for large mass M (larger than the corresponding Ky in Theorem 2.1), the
type of blow-up has been specified. In [32] the authors proved that chemotactic collapse i.e.

pointwise concentration as a Dirac mass occurs, more precisely, we have the following

Theorem 2.5 (Chemotactic collapse for system (1)). For d = 2 and radial solutions to (1),
assume that [po no(x)dz > Ko(x,d =2) = 87”. Then there is a finite time T* such that

8

n(t,x) ¥6(az = 0) + Rem(z),

t—T*
where the remainder Rem(x) is a L function that can be explicitly computed

Even in the non-radial case, blow-up and chemotactic collapse in two space dimensions are
very close: indeed from the argument in [37], blow-up can occur only if solutions lose equicon-
tinuity in L'. In [60] and the references therein, the concentration measures that can appear
in finite time are characterized. In three dimensions, the extreme complexity of the behavior

appears in the numerous blow-up modalities described in [10].

Besides aggregation of cells, another important subject that motivated the derivation of sys-

tem (1), is the travelling waves solutions. Additional and very specific nonlinearities (sensitivity



factor x = 1 for instance) can lead to travelling waves [61] , [63]. Another biochemical expla-
nation is proposed in [11] in order to obtain swarm rings , namely the attractant (aspartate,
¢(t,z) with previous notation) is produced by cells themselves when consuming succinate (f(¢, x)

below). The proposed model is

%n — An+div(nVe) =0,

%C—Ac:nf, (4)

Gf—0BAf=—fn

The pattern formations in such more elaborate systems can be much more involved than those
in (1). The chemical reactions can create spiral waves that themselves induce waves on the cell
density n (see [45, 49]).

2.2 A priori estimates for small initial data

We indicate here the main argument leading to global existence. It was given in [37] as well as
a proof of blow-up for large data. We depart from the equation (1). We arrive directly, after

multiplication by n?~!p, to

4 [ean? + 4p—;1 Jga |VRP/22 =X [pa VP - Ve
=X fRd np+1.

()

In order to estimate the LP*! norm of n, we use standard interpolation and the Gagliardo-
Nirenberg-Sobolev inequality (see [23]) on the function u(z) = n?/2. Hence, in space dimension
d > 2 we get foranyng—l (so that : %gp%—lg%)

[ < Con )92 sy I (6)

L8R

And this also holds true in dimension d = 2 for p > 0.
Inserting this inequality in the right hand side of (5), we find, for all p such that max{1; %l -1} <

D < 00,
4
-l - (7)

n? < (p— 1)\|vnp/2||iQ(Rd) Xans(d,p)llnlng(Rd) 5

@ Rd
In dimension d = 2, (7) means that if the initial mass [ ng is sufficiently small, then the
[7(t) || Lr(m2) norm (for the same p) decreases for all times ¢ > 0. More precisely, the threshold

for these a priori bounds is

/ 4 4 (1.86225)
ng < = s
R2 XCgns(d = 2,p =1) X




as announced in Remark 2.4. Notice also that the equality can be obtained using an estimate
on the "entropy” nln(n) in place of n? (which amounts to use p = 1 in the above calculation).

In dimension d > 2 and for p = %l, the inequality (7) gives us that whenever we have initially

8
XCnsld D)ol g g = = <0 ®)

the [[n(t)]] 4

L4 @) norm decreases for all times ¢t > 0. As a consequence, whenever (8) holds true,

all the ||n(t )||Lp(]Rd) norms, with max{1; %l -1} <p< %l, decrease for all times ¢ > 0.

We refer to [17] for more details about the proof and especially for the propagation of LP
bounds with a smallness assumption independent of p and for the proof of existence based on a
regularized system satisfying the same estimates. We also refer to [21] for a proof of the optimal

critical mass in two dimensions.

2.3 Blow-up

In this subsection, we give a proof of Theorem 2.2. Here we use the standard quantity

)
I(t) = /]Rd %n(t,x)dw,

and the formula (2), since we deal with a smooth solution (n, c) of (1) with fast decay at infinity.

Hence
T

-y
Ve(t = -\ —n(t,y)d A 0.
c(t, ) d/Rd iy, >

Next, we denote by M = [pq no(x)dz. Using mass conservation, M = [, n(t,z)dz, and follow-
ing [51, 50, 30, 9], we compute for d > 3

%I( ) =d [gano(z)dr + X [gan(t,z) x - Ve(t, z) de

=dM — \gX f]Rdx]Rd n(t,x)n(t,y) :rlif;lz) dxdy

=dM — %X fRded n(t, z)n(t, y)| |d 5 dzdy

<dM — 2}é\%xf‘gc_y‘SRn(t,gv)n(t,y) dzdy

A X
= dM — 55 M2 + sz 2Xfx y>rR™ n(t,z)n(t,y) dzdy

< dAM — 28X M2 4 24X [0 an(te)n(ty)|e —y|? dedy

< dAM — PR M + BAXM [ |ePn(t,z) do = dM — 52855 M2 + 2axM 1(1).

8



Choosing R = uM a2 with u small enough we find

%I(t) <M [MC;_ I(t) — 1] .

d
When the second x momentum of ng, I(0), is too small compared to M @-2, then I(t) decreases

for all times and

i[(t)gM [ Cd 1(0)—1] <0 Vt>0.
dt M a—32

-1
This leads to a contradiction after the time T* = I(0)M 1 [1 - < I(O)] since I(t) cannot
Md—2
be negative for smooth solutions.

For d = 2, the situation is simpler because we arrive directly at the identity

i[(t) =2M — EX/ n(t,x)n(t,y) dedy = 2M — EXMZ,
dt 2 Rd xRd 2

with Ay = §, which leads directly to the same contradiction as before after the time
* -1 -1
T =I1(0)M [ZXM 27" .

This leads to the blow-up condition M > 87”.

2.4 Radially symmetric solutions

In this Section, we come back on the result of [31], [32], Theorem 2.5, that expresses the type of
blow-up as a chemotactic collapse for radial solutions in two dimensions. We explain why, for
radially symmetric solutions, the system can be simplified and we prove a blow-up result which

is close to exhibit the shape of the chemotactic collapse solution.

Radially symmetric solutions to system (1) in d dimensions are reduced to the system on

n(t,r), c(t,r), where we set r = |z,
2(r1 ) — (Y () =

n'(t,r =0) =c(t,r =0)
where / stands for % and initial data have to be specified. We introduce the quantity

M(t,r) = / o n(t,0)do = —rd=1 (t, 1),
0

9



and equation (9) can be reduced to a single equation. Indeed it is equivalent to

M'(r)

(),
%M(tﬂ") - Td_l(rjc\l/{ll ) = deflM, M

where we have deleted the argument (¢,7) when not necessary.

In two dimensions, steady states solutions can be further derived from this system and are

given by (just differentiate the second equation of (10) to see it)
r M’ — 20 + %MQ =0, M(0)=0.

One readily checks that there is a non trivial solution only in the case of a special relation

between x and the total mass, namely M (oo) = M with,

4y M™® =1,
_ M
M =
A(r) 1+ Ar—2

Notice that the above equality is equivalent to the threshold for blow-up in Theorems 2.2 and

2.1 because M (oc0) differs from the total mass of n by a factor 2.

This solution may serve to give a hint on the behavior of generic radially symmetric solutions

and especially to understand why a singularity can arise only at the origin.

Theorem 2.6 Assume that in the 2d radial case, we have
4x M(o0) <1, M(t=0,r) < My(r),
for some X\° > 0 (notice that M> > M (oc)). Then the solution to (10) satisfies
M(t,r) =0 ast— oo locally uniformly,
and thus n(t) in (9) vanishes in L*(R?) locally.
Theorem 2.7 In the 2d radial case, when we have

for some A\Y > 0. Then the solution to (9) blows up in finite time.

10



This Theorem expresses that, in the blow-up result proved in Theorem 2.2, the limitation on
the second moment is in fact useless in the radially symmetric case. The proof we propose here

uses a comparison argument with sub or supersolutions in the spirit of [37].

Proof of Theorem 2.6. Being given x, M(co) and M> > M (o), we may always choose a
X > x which satisfies 4YM> = 1. Then we consider the function

N(t,r) = inf(M(00), My (r),  A(t) = X° +2(M> — M(00))(x — X)t,

and we claim it is a supersolution to (10) (with d = 2). Indeed, we have

0 - _ r2 d
—N = 0
¢ v g oo
A3
N' =2N 0
1+ \r—2 or

Therefore, we first compute the radius R(¢) such that for 7 > R(t) the infimum of N is attained
by M(oc0). It is given by
_ M> — M(0)
HR(t) 2= ————
AR = M),

and for r < R(t), we have

|

N-—r(Xy -XN'N =

t r

N i =M + 24 (X = ) 15=)

> N s = A0 + 2% (X = X) i)
N
0

Q)

Tz [~ @A) + 2(M> — M(00)) (X — X)]

But the infimum of two solutions is a supersolution and thus N is indeed a supersolution to
(10).

t,r) < N(t,r). We
conclude the proof just noticing that R(t) — oo and for a given interval r € (0, R) we therefore

have for ¢ large enough M(t,r) < M>/(1 + A(t)R?) — 0. O

By the comparison principle, we deduce that the solution (10) satisfies M (

Proof of Theorem 2.7. We follow the same lines as before and first choose a M> < M (o)
and a y < x which satisfy 4yM> = 1. We consider the function

N(t,r) = sup(%7 M) (r)),

and we argue in two steps; i) A(t) = Ae™ for t < t; large enough, ii) A(t) = A(t1) —t + 1
for t; <t <ty =11 + A(t1) the first time where A(¢) vanishes, and also we decrease slightly the

11



value of M during this step.

We will prove that N is a subsolution as the supremum of two subsolutions and this concludes
the proof because we deduce that M(t) > N(t) and thus M(t2,0) > 0 which is impossible for

smooth solutions.

To prove that IV is a subsolution, we first notice that H]V[)\(% is a subsolution to (10) because
it is an increasing function and a solution for ¥ < x. Secondly, we consider t < t; and we have
to prove that My (r)) is a subsolution only in an interval < (t)R where it is attained by the

sup i.e.

M(oco) M
1+ XR(t)"2 1+ At)R()~2

Notice that R(t) < Ry with _Mloe) — §f°°. Then, we compute

|

o5

t r

= N = = — _ -2
N—r(Z)Y —XN'N =N I=s[-$At) + 2M>(x - X) 1igr_22]
N Y

choosing

d _ _ — o
S = =20 (x — R AW), =207 (x - O Fg*.

In a third step, we choose t; large enough so that A(¢1) is as small as necessary and choose,
At) = Atr) —t+t1,  M>®(t) = M®(1—2(t —t1)),

for t1 < t < to with t5 the time where A(t2) vanishes which can be chosen as close as we wish to
t1 by choosing ¢ large. This can be achieved by keeping the corresponding y(¢) < x. Then we

have

|
<

Q)

r 1+Ar—2dt

N — (XY - XN' N < N[—L2m () + LM (1) / M (t)]
0,

VANVAN

as long as t < t9 is close enough to t; which is exactly what we want. We have obtained again

a subsolution which concludes the proof of Theorem 2.7.

2.5 Non radial blow-up

Very little is known on the blow-up modalities for non radially symmetric blow-up. A first
question is the condition for blow-up itself; indeed it is not clear if the condition of a finite

second z-moment is needed. It is striking that this condition is not necessary in the radial

12



<CHEMOTAXIS>
DENSITE de BACTERIES (LOG) Step: 185 T(s)= 185

Min: -1. 20826

Max: 9. 7854

becil B aT= 1

<CHEMOTAXIS>
DENSITE ds BACTERIES (LOG) Step: 1225 T (s)= 2400

Min: -10
Mex: 18. 459

bectl1 B L] aT= 10

Figure 2: CHEMOTACTIC COLLAPSE FOR KELLER-SEGEL MODEL (1) SET IN A RECTANGLE. THIS IS LOG SCALE.

(COURTESY OF A. MARROCCO)

case (see Theorem 2.5). Computations were performed on rectangular domains by Marrocco
[47] which show that the blow-up does not occur at the barycenter of the rectangle (see Figure
2). It seems that a singularity (corner) in the concentration is responsible for the singularity
formation rather than a mere concentration of n at large values of c¢. It is also shown that
the limitation of the chemoattractant production in the equation on ¢ in (1) leads to a smooth
solution that converges in long time to a Dirac mass at the center. Other numerical experiments
in three dimensions can be found in [6] which share the same conclusions as in [47], namely the

pointwise blow-up follows a first high concentration regime on higher dimensions structures.

13



3 Initiation of angiogenesis

Very recently, several experiments with human endothelial cells on matrigel were performed.
Their movements lead to the formation of networks that are interpreted by biologists as the
beginning of a vasculature (see Figure 3 and similar experimental results in [59, 28]). This
phenomenon is important since it is responsible for angiogenesis, a major factor for the growth of
tumors [14, 44] (see also Section 4). These structures cannot be explained by the Patlak/Keller-
Segel parabolic model (or the variants) which generically lead to pointwise blow-up. As shown
in [59, 28, 24] they can be recovered by numerical experiments on the following hyperbolic model

proposed in [59, 28]

HBMEC SUR
MATRIGEL
T=0 ,2H,4H,6H,20H

Figure 3: EXPERIMENT ON THE FORMATION OF NETWORK (COURTESY OF M. MIRSHAHI)
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on

5 + div(n u) =0,
8(gtu) +div(nu ® u) + VI (n) = nVe — monu, (11)
de _ Ac+ 1ie = n(t,x).

ot

This model has proven to be successful to describe qualitatively network formations similar to
what is observed experimentally. Notice that it does not differ so much from the Patlak/Keller-

Segel model and the main difference is the so-called persistance term

d(nu)

5 +divnu ® u.

If this term was neglected, then, following the derivation of Darcy equations from the compress-
ible gas dynamics system, the momentum equation would reduce to the explicit form of the
velocity field

Tonu = nVe — ViI(n).

And inserting this in the continuity equation for n, we find nothing but a version of P/K-S

model (1) with variable coefficients.

System (11) can be considered as classical hydrodynamic with an isentropic (also called
barotropic) pressure law (the term ¥(n)) in the momentum equation. The force term Ve is
also present in gravitational models (arising in astrophysics) and the main difference with (1)
is mainly the equation on the concentration ¢ which is no longer mere diffusion. Numerical
simulations performed in [59, 28, 24] confirm the network formation for high enough initial cell
densities. Of course this model does not take into account the deformation of cells which can
be observed in Figure 3 and which seems important in the pattern observed after some time.
Notice also that for bovin endothelial cells (which are much larger), another explanation has
been provided based on the elasticity of the support by [46] and similar networking can also be

found in coupling the continuity equation on n to an elasticity model for the velocity.

It seems interesting to understand the main difference between the parabolic system (1) and the
hyperbolic system (11) from a microscopic point of view. This can sustain biological observations
on the interactions of cells at the individual level while the above macroscopic pictures only deal
with the population level.

As proposed in [24], a method to unify the parabolic P/K-S model (1) and the hyperbolic

model (11), is to consider the phenomena from a kinetic perspective. It turns out that a kinetic

15



model was proposed based on observations on Escherichia Coli, in [1, 54]. We first present the
kinetic model in a first subsection, with the existence theory and, in second and third subsections,
we explain the derivation of the above macroscopic models. We refer to [30, 56] for a general

mathematical theory for kinetic equations.

Figure 4: BACTERIUM ESCHERICHIA COLI IS EQUIPPED WITH FLAGELLA. WHEN ROTATED COUNTERCLOCKWISE,
THE FLAGELLA ACT AS A PROPELLOR RESULTING IN A STRAIGHT "RUN”. WHEN ROTATED CLOCKWISE THEY
FLY APART, RESULTING IN A "TUMBLE” WHICH REORIENTS THE CELL BUT CAUSES NOSIGNIFICANT CHANGE IN

LOCATION.

3.1 Nonlinear scattering equation

Several experiments show that bacteria like Fscherichia Coli move along straight lines, suddenly
stop to choose a new direction and then continue moving in a new direction as the receptors
of the cell saturate. This phenomenon, called run and tumble, can be modeled by a stochastic

process called the velocity-jump process [1, 54, 53, 62]. At the level of the population this is

Figure 5: RuN AND TUMBLE MOVEMENT FOR E. COLL.
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equivalent to writing a kinetic (or linear Boltzmann) type equation. In fact the model is similar
to that of scattering for neutrons and is posed for t > 0, z € R4, ¢ € V C R (again we choose

this for the sake of simplicity and one can choose for instance V' a ball of RY),

DF(t, 2, &) +&-Vauf + [, [K(:6,E) f(t,2,6) — K(c;€,€)f(t,x,€)]de" =0,
(12)

ft=0,2,8) = fo(x,€) >0,  fo€ LR x V).

The gradient term expresses the transport of organisms with their own velocity £ and the function
K(c;€,&") > 0 is called the turning rate or scattering kernel and may also depend on (¢,x)
through a nonlocal dependency upon c. It gives the rate K(c¢;&’, &) of organisms turning from
velocity & to &, and thus the rate K(c;&, &) of organisms with velocity £ that are substracted
from the balance on f(t,z,£). Several possible forms for this kernel can be found in [33]; here,

and again for the sake of simplicity, we restrict ourselves to the case

K(c;€,8") = k(c(t,x — £8)) + ky (c(t, z +€¢')),
(13)
—Ac=n(t,z) = [, f(t,z,&)d

The k_ term expresses a delay € in reaction time, while k. represent an (unphysical) knowledge
of prefered directions (in the sense of higher chemoattractant concentration). Notice however
that these models do not suppose a comparison between two values of the concentration c(t, z),
but only a biased turning rate according to the knowledge a single value c(t,x £ ¢€). We will
assume that

kr € CHRTRT), k1(0) >0, 0<k. <Q < . (14)

Also notice that, because of the diffusion equation on ¢, we arrive at a nonlinear mean field
equation since the interaction is long range (see Subsection 3.3 for comments on this issue).
This model shares many similarities with the gravitational Vlasov-Poisson equation (motion of

self-attracting particles).

In terms of mathematical theory, this model is very interesting because of the lack of a priori

estimates. The kernel being nonsymmetric in £ and £, we have only at hand the two properties

flt,z,&) >0 Vvt >0, (minimum principle), (15)

/ f(t,z,&)dx d§ = folx,&)dx de, (mass conservation). (16)
RIxV RIxV

To go further in the linear case and derive LP estimates on f for p > 1 is not so easy. Recently

the entropy structure behind such general models which lacks a ”detailed balance principle” was
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understood by [48] (see also [33]). This involves specific cancellations that hold true for several

linear equations arising in biology.

The existence theory for the nonlinear system (12)—(13) was settled in [13] (thus extending a

result in [33] in the linear case) and yields the

Theorem 3.1 In dimension d = 3, assume that V is bounded, that (14) holds and that fy €
L®(RIx V), then there is a unique solution to the system (12)-(13), f € C([0,00); L' (R x V),
moreover we have
0< flt,2.6) < C(0),
d
Vel Lrmay < C(1), J_ <P=

el e ey < C(1), d < p < 0.
for some increasing constant C(t).

This result provides global strong solutions and therefore show a fundamental difference with
the macroscopic model Patlak/Keller-Segel equation since we have seen that the latter exhibits
blow-up. Several extensions of Theorem 3.1 have been obtained (see [36]) and the parabolic

equation on ¢ can be treated as well as specific dependency upon Ve in k.

3.2 Diffusion limit

The classical field of application of the diffusion limits is to derive macroscopic equations like the
heat equation from a scattering model. The regime of interest is when the scattering operator
dominates transport and this leads to small velocities. Then a rescaling is introduced. Here it is

natural to use the small time scale ¢ arising in (13). The diffusion scaling consists in considering

%f&(t7x7§) + g Vafe + %2 fV [Ka(%;gafl)fe(tawaf) - Kg(cg;§/,§)f€(t,$,fl)]dfl =0,

fet =0,2,8) = fo(z,§) = 0.
(17)

The notation K. has only been used to put in evidence the dependency upon ¢ in the definition
of K in (13).

The problem of studying the limit as ¢ vanishes is extremely classical and leads to a diffusion
equation, see [4] for instance in the linear case. In case of the nonlinear model (12)—(13), it is
proved ([13]) that, as ¢ — 0,

fe(t,z,&) — n(t, ),
c:(t,x) — c(t,x), Vee(t,x) — Ve(t, z),
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and that the Keller-Segel model holds in the limit

%n(t,x) +div(xynVe) =div(DVn), t>0, z € R

—Ac =n,

with transport coeficients given by
D(t,7) : [ 1eras o
?x = ) X Cc)=
3[VI(ay +a-)i(c) Jv

(in the case k4 = ay¢(c), k- = a_y(c)).

W(C) 2
o /V €2 de.

This result expresses an interesting effect. The diffusion D(c) only arises from the symmetric
part of the turning kernel K (at zeroth order), while the drift (and thus the sensitivity X(c))
arises from the antisymmetric part at first order in e. In other word the memory effect is
fundamental to obtain the observed collective movement of cells. Notice also that drift terms in

diffusion equations have been also considered in Degond et al [19, 52].

3.3 Hydrodynamic limit

The mere scattering model (12)—(13) does not allow to derive a correct hydrodynamical limit.
Indeed local interactions (in the spirit of Boltzmann’s binary collision operator) are needed for
such a derivation. Such local interactions are not shown in the literature but several indications
that they might hold are presently tested based on biochemical investigations. This pushed
[24] to postulate a variant of the scattering equation where additionally to the chemattraction
some local operator is introduced, thus arriving at a BGK type model. Those models have the
advantage to avoid the physical description of the interactions since they only require to known

the equilibrium state

n_ g E—u
ﬁd/Q(n) 791/2(71) ’
where we use V' = R because galilean invariance is fundamental in this approach. In order to

fullfill basic conservation laws (number of cells and momentum) one assumes that
/ F(n)dn=1, i.e / F(g_iu)dgzn
e D ) ’

/Rd nF(n)dn =0, i.e. A SF(m)df = nu.

We also need macroscopic notations
ne= [ ftwods,  na= [ e
Rd Rd
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the quantity wu.(¢,x) is therefore the average (bulk) velocity of the cells at time ¢ and point x.

With these notations, the model proposed in [24] reads

%fg(t,x,@ +&-Vaofe + [gaKi(v,v',¢) - Ve f(V)dv — [pa Ki1(V,v,¢) - Vedv f(v).
(18)

+elfe - ﬁd/g(n)F(ﬁlg/;ELn))] =0.

The scattering term has been modified to take into account only the antisymmetric part of K
in (12) because the main collision operator (zeroth order part of K) has been replaced but the
mere relaxation to an equilibrium F'. The motivation behind this is that scattering models only
describe interactions with an external medium (and thus is a linear operator). Here we wish to
model local self interactions of cells and this requires a nonlinear operator. Finally, we have used

a hyperbolic scale for the rescaling of (12) rather than a diffusion scale as was done in Section 3.2.

In the so-called hydrodynamic limit, i.e., € — 0 in (18), we then obtain the following model

for the cell movements

on .
gn + div(n u) =0,

(19)
B(gtu) +div(nu ® u+ nd(n)p) = n 9 *Y2(n) x(n,u,c)Ve,

still coupled with the concentration equation —Ac = n (or whatever has been supposed for the

production of ¢). The matrix x is given by
x(n,u,S) = / (v —1") @ Ki(u+ 9?0, u+ 9% S)F (') dv' dv.
VxV

This hyperbolic system has the same nature as that proposed in Section 3 for initiation of
angiogenesis. It is therefore compatible with the idea that blood vessels formation is related
with local interactions of cells at odds with the Keller-Segel model that describes long range

interactions only. We refer to [24] for more details and variant models.

4 Angiogenesis

We consider here another kind of chemotaxis model (although we refer to it as the angiogenesis
system) that has been much less studied than system (1), except in one space dimension. It is

again a parabolic equation for the evolution of the density (of cells, or of new capillary vessels)
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n coupled with a degenerate equation on the chemoattractant ¢ and is written as the system

2n=An—V-[nX(c)Ve], t>0, z€R

%c =—c™n, t>0, rcR? (20)

n(0,z) = ng(x) >0, c(0,2) = ¢o(z) >0, r € R

where m is a positive parameter (m > 1 in our results). In this case, the diffusion coefficient of
the density n is still constant while the sensitivity function X(c) is a given positive function on
R, generally chosen as a decreasing function since sensitivity is lower for higher concentrations

of the chemical because of saturation effects. In particular, constant X, X(c) = ¢ %, 0 < a < 1,

and X(c) = < f i with «, 8 > 0, are allowed in the results presented below. The equation on ¢
is just an ordinary differential equation, expressing the consumption of the chemical. Indeed, it
is now clear that the asymptotic behavior of n depends strongly on the coupling effects of the
dynamics of ¢ and the chemotactic sensitivity X(c) and that is the reason why systems of type
(20) have been analyzed in [42], [53], [57], [58], [65]. Moreover, the omition of the diffusion of
the chemical can be justified whenever the corresponding diffusion coefficient is small compared
to the motility of the species of density n.

One more reason to consider system (20) is that it arises also in modeling the initiation of
angiogenesis, a kind of chemotaxis process that occurs for example in the tumor growth ([14],[15],
[16], [25], [44]). More specifically, angiogenesis is the formation of new capillary vessels from a
pre-existing vascular network. The density n is the density of the new endothelial cells which
form the lining of the different type of blood vessels. In the case of tumor growth, the chemical
inducing the chemotactic movement of the endothelial cells toward the tumor is spread out by
the tumor itself, in order to make up its own capillary network and to supply itself with the

nourishment necessary for its development.

4.1 Energy structure

When considering system (20) the situation differs from the Patlak/Keller-Segel system for

chemotaxis (1), mainly because it comes with an energy structure such that

4E(t) < — fpan ||V In(n) > + pe 1 VO(O)2dz <0, (21)

where

and ® and X satisfy
1 /
e inf{% +m} > 0. (22)

2.0
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For initial data with finite energy and m > 1, (21) allows to prove the existence of weak

solutions to (20) and the following result was proved in [16],

Theorem 4.1 (Weak solutions for the angiogenesis system (20)) With the assumptions (22),
m > 1 and ng € L' N L®(RY), ¢y € L®(R?), ngIn(1 + |z|) € L'(RY) and £° < oo, there exists a
weak solution to (20), such that n € C(R*; Ll(Rd)>, c € L®(R* x RY) and

n(t,x) >0, / n(t,x)dx = / no(z)dz, 0 < c(t,x) < [leoll oo (e,
R Rd

/ Vo) < C(1 +1) / n(t,z) |In(1+ |])| do < C(1 +1).
R4 Rd

The main issue in proving this result comes from the definition of the nonlinear drift term

nx(c)Ve. Thanks to the integrability provided by the energy dissipation in (21), we have

/ / n V() < oo
0 Rd

And the drift term can also be written as

nx(c)Ve =ny/c x(c) T Vo(c).
And thus it is well defined in L', because
cx(e) e L°RT xRY), /™ V2 Vd(c) e L*(RT x RY)

and, by mass conservation, \/n € L>(RT; L?(R?). The proof of the theorem therefore relies on
finding an approximation scheme that preserves these a priori bounds. We refer to [16, 17] for

this and for additional results.

4.2 [P integrability for small data.

The energy exhibited in the previous subsection also provides equiintegrability for n, therefore
solutions cannot exhibit concentrations, in opposition to Patlak/Keller-Segel model (1). But
the question of propagation of smoothness of the solutions is still largely open and seems more

difficult than for (1) by lack of regularizing effect on c.

Here we mention the following results in this direction that were obtained in [17]

Theorem 4.2 (Strong solutions for the angiogenesis system (20)). Assume d > 2, m > 1 and

X a positive say continuous fonction on R (more generally X can exhibit some singularities).
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Consider some ng € L'(R?) and cog € L®(R?) such that ng > 0 and cg > 0. There exists a
constant Ko(X,d, |coll poo(ray) such that if HnOHL%(Rd) < Ky, then system (20) has a global (in
time) weak solution (n,c) such that n € L®(RT L' N L%(Rd)), c € L®R* x RY) and for any
fized max{1; %l —1} < p* < o0,

* d *
InOlle ey < O Koo " [0l oray), ¥ max{ly5 —1} <p < p”.

The derivation of an L* bound for n(t) is an open question as well as the relaxation of the
smallness condition in dimension d > 3. However in two space dimensions we have the following
result (still obtained in [17])

Theorem 4.3 (Global LP bound for the angiogenesis system (20) in two dimensions). Assume
d=2,m>1, X a positive say continuous fonction on R™ (more generally X can be such that
K, in the proof is finite) and pu > 0 in (21). Consider some nonnegative initial data (ng,co)
with finite energy i.e. £(0) < oo, such that In(1 + |z|)ng € L'(R?) and ¢y € L®(R?). Then,
there is a weak solution (n,c) of system (20) such that for any fized 1 < p* < oo,

)l Lr®ay < CE 0" In0llpprey),  V1I<p<p".

We refer to [17] for the proof of these results, but we would like to mention the main tool to

obtain LP bounds. They rely on the equation on the ratio %, where ¢ is defined by

d(c) =d(e)X(c) ¢>0,  ¢(0)=1.

One can directly derive from (20) the equation under a ”symmetric form”

% (%) - %v- [¢(c)v (%)} + (%)%@)x(e) . (23)

Actually, the change of variable n — % is the natural change of variable that puts the equation

on n in divergence form and it is used by many authors, especially to prove the existence of
classical solutions (see [25] for instance). Moreover, in terms of reinforced random walk, the
function ¢ is the transition probability rate of n ([53], [44]), in terms of numerics such changes

of variables are also fundamental to capture singularities ([47]).

From this form one can deduce the inequality

L () 0= [l (5]
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for all 1 < p < co. It allows us to conclude the result using Gagliardo-Nirenberg-Sobolev in-

equality (see [23]) as in the chemotaxis case ([37]).
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