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Abstract

We will consider one of the most famous examples of a completely integrable nonlinear
wave equation, the Korteweg—de Vries (KdV) equation. The goal of this thesis is to
investigate the long-time asymptotic behavior of solutions of the KdV equation which
are short-range perturbations of (quasi-)periodic finite-gap KdV solutions.

It is well-known that in the classical case with constant background in the limit
for long times the following picture appears: the perturbed solution splits up into a
number of solitons (solitary waves) generated by the eigenvalues of the Lax operator.
Apart from that there exists a decaying radiation part corresponding to the continuous
spectrum. In other words, the solitons constitute the stable part of the solution.

We will show that, if the constant background is replaced by a (quasi-)periodic one,
in the long-time limit one can observe solitons traveling on a limiting solution, which
is not the background solution. In the remaining regions the perturbed solution also
does not approach the (quasi-)periodic background solution but a modulated solution.

The method we will make use of is to formulate the inverse spectral problem as a
Riemann—Hilbert problem set on the underlying hyperelliptic Riemann surface. We
will then use the method of nonlinear steepest descent/stationary phase. For large
times the original Riemann—Hilbert problem can be reduced to a simpler one, which is
localized at the stationary phase points and can be explicitly solved.
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Zusammenfassung

Wir betrachten eines der bekanntesten Beispiele einer vollstdndig integrablen nicht-
linearen Wellengleichung, die Korteweg—de Vries (KdV) Gleichung. Das Ziel dieser
Arbeit ist es das Langzeitverhalten von Losungen der KdV Gleichung zu untersuchen,
die kleine Stérungen von (quasi-)periodischen KdV Loésungen darstellen.

Es ist bekannt, dass im klassischen Fall mit konstantem Hintergrund im Langzeit-
limes das Folgende passiert: die gestorte Losung spaltet auf in eine Reihe von Solitonen
(solitéren Wellen), die den Eigenwerten des Laxoperators entsprechen. Dariiber hinaus
gibt es einen oszillierenden Anteil, der vom kontinuierlichen Spektrum herrithrt. Mit
anderen Worten, die Solitonen bilden den stabilen Anteil der gestérten Losung.

Wir zeigen, dass, wenn der konstante Hintergrund durch einen (quasi-)periodischen
ersetzt wird, fiir grofle Zeiten Solitonen beobachtet werden kénnen, die auf einer Lésung
wandern, die nicht die Hintergrundlésung darstellt. In den iibrigen Bereichen néahert
sich die gestorte Losung nicht der (quasi-)periodischen Hintergrundlésung an, sondern
einer modulierten Losung.

Die Methode von der wir Gebrauch machen ist das inverse Spektralproblem als
Riemann—Hilbert Problem auf der zugrundeliegenden hyperelliptischen Riemannfléche
umzuschreiben. Dann werden wir die Methode der stationdren Phase anwenden. Das
urspriingliche Riemann—Hilbert Problem kann fiir grofle Zeiten auf ein einfacheres,
explizit 16sbares reduziert werden, welches nun bei den stationdren Phasepunkten lo-
kalisiert ist.
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1. Introduction

In this thesis we will consider one of the most famous examples of a nonlinear wave
equation, namely the so-called Korteweg—de Vries (KdV) equation

Vi(z,t) = 6V (z,t)Vy(z,t) — Vige(2,t), (x,t) e R X R, (1.1)

where the subscripts denote differentiation with respect to the corresponding variables.

One can see that the KdV equation consists of two terms, namely a nonlinear term
given by 6V (z,t)V;(z,t) and a dispersive term Vy,o(2,t). If we consider the linearized
version of the KdV equation, i.e.,

‘/t(xat) = —mem(ﬂ?,t), (x,t) € RxR,

and an initial condition V(x,0) = Vy(x) € S(R) this equation can be solved by means
of Fourier analysis for linear partial differential equations. Concerning the long-time
behavior of the solutions one sees that an initial wave packet spreads for large times
t, a phenomenon called dispersion. On the other hand, neglecting the linear term one
arrives at the nonlinear version of the KdV equation, i.e.,

Vi(z,t) = 6V (x,t)Vy(z,t), (z,t) € RxR.

This equation is known as Burgers’ equation and can be solved by the method of char-
acteristics. The characteristics V' (z,t) = ¢ are straight lines with the slope 6V (x,0) =
6¢c. An initial wave packet will steepen until it breaks, thus there exist no global solu-
tions as in the linearized case.

The KdV equation (II]) contains both terms, linear and nonlinear. Thus it can
happen that both nonlinearity and dispersion also occur together, which may result in
so-called solitary wave solutions. These are waves that do not change their shape for
all times traveling at a constant speed. The appearance of solitary waves, also known
as “solitons”, as special solutions of the KdV equation explains why this equation has
become so interesting, not only mathematically but also in a practical sense.

The solitary wave, i.e., a spatially localized wave, was first discovered by John Scott
Russell in 1834. He followed a wave in the Edinburgh—Glasgow canal and made the
observation that the wave did not change its shape. He wrote his discovery down in his
“Report on Waves” 1844 reporting on, in his words, “the great wave of translation”.
Later on Russell also performed experiments in his laboratory to study the astonishing
phenomenon he had been observing.

After their discovery solitary waves have been studied theoretically by Stokes, Boussi-
nesq, and Lord Rayleigh in the 1870’s. However, the equation, which provides the



1. Introduction

mathematical theory to describe solitons was finally named after Korteweg and de
Vries, who derived it in 1895 |[Korteweg95].

In 1955 Fermi, Pasta, and Ulam numerically examined a model, which is related to
the discretization of the KdV equation, with the first computers at Los Alamos Science
Laboratories [Fermib5]. More precisely, they studied a lattice of particles coupled by an
anharmonic potential and made the observation that the energy of one mode injected
initially is not equipartitioned among the other modes.

Later in 1965 Zabusky and Kruskal considered the initial value problem for the
KdV equation by numerical simulations |Zabusky65]. They showed that for large
times an imposed periodic initial condition may split up into a number of well-defined
and separated waves. These waves emerging from the initial condition showed to not
change their shapes and velocities. Because of the particle-like behavior of these waves
Zabusky and Kruskal chose the word “soliton”.

Solitons have been and still are an interesting and active research topic, not only
for mathematicians but also for physicists. From the mathematical point of view
this may be because of the remarkable properties of integrable systems. From the
viewpoint of physicists the major interest in solitons is due to the fact that they
describe a wide range of various physical phenomena. Phenomena like the propagation
of hydrodynamic waves, propagation of signals in optical fibers, localized waves in
astrophysical plasmas, as well as localized modes in magnetic crystals, to name just a
few. This explains also the practical and technical interest in soliton theory. However,
one has to be aware of the fact that the mathematical theory of solitons is only able
to provide a model and thus to describe such physical systems approximately. In
[Dauxois06] a wide range of applications of solitons in physics is discussed.

Apart from the KdV equation there are also many other soliton equations, which are
of physical importance, such as the nonlinear Schrodinger (NLS) equation, the sine-
Gordon equation, the Toda lattice, the Boussinesq equation, and the Camassa—Holm
equation.

Concerning the existence and uniqueness of solutions of the KdV equation Gardner,
Greene, Kruskal, and Miura |Gardner74] have developed the so-called inverse scattering
transform in 1974, which provides a systematic method to obtain the solutions of an
integrable system, i.e., a system with infinitely many conservation laws. The inverse
scattering method can be used to study the evolution of a rapidly decaying initial
condition of the KdV equation. Further it can be used to construct so-called N-soliton
solutions corresponding to reflectionless potentials and N bound states. Moreover, the
inverse scattering transform ensures that the KdV equation corresponds to a completely
integrable system.

The beauty of this approach is that the solution of a nonlinear equation can be
established via a number of linear steps. The inverse scattering method can be viewed
as a nonlinear analogue of the Fourier transform which is used to solve linear partial
differential equations. Like the Fourier modes appearing from the study of a linear
equation, solitons arise from nonlinear equations and hence play the role of ‘nonlinear



normal modes’ |[Ablowitz74].

Another decisive step towards understanding integrable wave equations was taken
by Lax [Lax68]. The idea of the Lax method is to find a Lax pair, i.e., a pair of two
matrices or operators L(t), P(t) defined on a Hilbert space such that the Lax equation

Lt = [P?L]a

is equivalent to the original nonlinear differential equation. Here the bracket denotes
the commutator of the operators, i.e., [P, L] = PL — LP. Moreover, the Lax method
can be used to derive a full hierarchy of equations.

One generalization scheme which goes beyond the Lax method has been made in
1972 to solve the NLS equation [Zakharov72]. In 1974 Ablowitz, Kaup, Newell, and
Segur [Ablowitz74] proposed a scheme, the so-called AKNS method, which provides
the ability to solve many completely integrable systems, such as the KdV, sine-Gordon,
the NLS equation, etc. by an inverse scattering transform.

For a detailed study and description of the inverse scattering, Lax, and AKNS
method we refer to |[Drazin90], which in general can be considered a very good in-
troductory literature to the theory of solitons.

Concerning the long-time asymptotic behavior of solutions of the KdV equation it is
well-known that an arbitrary short-range solution of the KdV equation may split into a
number of solitons traveling on the constant background and a decaying radiation part,
cf. Figure[[T] which is taken from |Grunert09]. Numerical evidence for this separation
into solitons was first found by Zabusky and Kruskal [Zabusky65], as already mentioned
above.
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Figure 1.1.: Solution of the KdV equation V(x,t) at time ¢t = 5 with initial condition
V(z,0) = sech(z + 3) — 5sech(z — 1) computed numerically. The solution
is seen to split up into a number of solitons traveling to the right and a
decaying radiation tail on the left. |[Grunert09)

First mathematical results were given by Ablowitz and Newell [Ablowitz73], Man-
akov [Manakov74], and Sabat [Sabat73]. Rigorous results for the KdV equation were
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proved by Sabat [Sabat73] and Tanaka |[Tanaka75]. A detailed study of the radia-
tion part concerning its asymptotic behavior were derived by Zakharov and Manakov
[Zakharov76], by Ablowitz and Segur |Ablowitz77, Segur81], by Buslaev |Buslaev81,
Budylin96], and later on justified and extended to all orders by Buslaev and Sukhanov
[Buslaev86].

A detailed rigorous proof using the method of nonlinear steepest descent for oscilla-
tory Riemann—Hilbert problems (RHP) was given by Deift and Zhou [Deift93] based on
earlier work of Manakov [Manakov74] and Its [Its81, Its86, Its87, Its82]. The method
of nonlinear steepest descent (also known as nonlinear stationary phase method) which
they applied to gain the asymptotics of solutions of a Riemann—Hilbert factorization
problem can be viewed as an analogue to the steepest descent method to approximate
oscillatory integrals, a well-known principle of asymptotic analysis. The idea is that
in the asymptotic limit for large times the solution of the RHP reduces to a simpler
RHP localized at the stationary phase points, which is exactly solvable.

Recently Grunert and Teschl |Grunert09] used exactly this method to derive the
long-time asymptotics of solutions of the KdV equation involving the case of solitons.
They followed the work done by Kriiger and Teschl [Kriiger09a, Kriiger09b] concerning
the long-time asymptotic behavior of solutions of the Toda lattice, a discrete version
of the KdV equation.

Generally speaking, the long-time behavior of KdV solutions on constant background
has been studied for a long time and is well-known. However, an interesting task
to be investigated in this thesis is the long-time asymptotics of KdV solutions on
(quasi-)periodic background, i.e., of KdV solutions which are short-range perturba-
tions of (quasi-)periodic KdV solutions. Kamvissis and Teschl have been recently
studying this question for solutions of the Toda lattice [KamvissisO7h, Kamvissis07a],
also concerning higher order asymptotics |[KamvissisO8], by the method of nonlinear
steepest descent for Riemann—Hilbert problems. Here the RHP is not set on the com-
plex plane but on a hyperelliptic Riemann surface. The generalization to involve the
case where solitons are present was later made by Kriiger and Teschl [Kriiger09¢], who
made use of the ideas presented in [Deift96] how to treat solitons in the context of
Riemann—Hilbert problems.

All in all, concerning the question of the long-time asymptotics of solutions of the
periodic Toda lattice it turned out that the radiation tail does not decay as in the
constant case, rather it approaches a modulated lattice instead of the background
solution. Apart from that solitons can be observed traveling on a limiting lattice.

As mentioned above, the task of this thesis is to determine the long-time asymptotic
behavior of solutions of the periodic KdV equation.

The content of the thesis at hand will be structured in the following way:

Chapter 2] deals with hyperelliptic curves of the KdV-type, i.e., curves that have a
branchpoint at infinity. The way how to construct a hyperelliptic Riemann surface g
of genus g € Ny associated with this curve is described in detail.

Chapter Bl presents the so-called Baker—Akhiezer function. Then via the Lax ap-



proach the Its—Matveev formula for quasi-periodic finite-gap KdV solutions, from which
class we will choose our background solution, is obtained.

Chapter [ establishes the asymptotic behavior of the Jost solutions, i.e., solutions
which asymptotically look like the Baker—Akhiezer functions. Apart from that, the
main results from scattering theory will be presented, from which we will be able to
derive the vector Riemann—Hilbert problem set on the hyperelliptic Riemann surface
Kg4. Finally we obtain a formula for the one-soliton solution corresponding to a van-
ishing reflection coefficient and one bound state.

Chapter [l is devoted to the method of stationary phase. That means we will con-
jugate our Riemann—Hilbert problem and deform the jump contours of it in such a
way that the problem reduces to a much simpler, explicitly solvable Riemann—Hilbert
problem, which has jumps on small crosses centered at the stationary phase points.

Moreover, we introduce the so-called oscillatory and soliton region and derive the
long-time asymptotic behavior of our perturbed KdV solution in the latter.

Chapter [0 presents the long-time asymptotics inside the oscillatory region. For that
purpose a decoupling argument will be used.

Chapter [1 describes how to establish an analytic approximation of the reflection
coefficient. This is necessary since it is not guaranteed that, while performing the
deformation step, it has an analytic extension in the corresponding regions.

Chapter [§ finally summarizes the results obtained in the scope of this thesis.

Appendix [Al deals with the connection between singular integral equations and
Riemann—Hilbert problems, which is used when deriving the long-time asymptotics
of the perturbed KdV solution.

Appendix [B] presents the solution of a Riemann—Hilbert problem with a jump on a
small cross. The problem is here set in the complex plane. Nevertheless, we are able
to use this result to gain the asymptotics inside the oscillatory region.
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2. Hyperelliptic Curves of the KdV-Type

In this thesis we will investigate the long-time asymptotic behavior of solutions of the
KdV equation which are short-range perturbations of quasi-periodic KdV solutions.
The latter will be chosen from a class of solutions of the KdV equation, which can be
constructed by means of algebraic geometry. To derive such algebro-geometric KdV
solutions we will need an underlying algebraic curve of the KdV-type.

Hence this chapter, which is heavily based on |Gesztesy03, Appendix B] and [Teschl00,
Section A.7] summarizes the basic facts on such hyperelliptic KdV-type curves, i.e.
curves branched at infinity. Since we only take a look at the self-adjoint case, where
all E; are real and distinct points, we refer to |Gesztesy03, Appendix B] for further
information and a detailed study of the general case.

Let g € Np. In this chapter we are going to describe how to construct the hyperelliptic
Riemann surface Ky of genus g associated with the KdV-type curve

29

Rog1(2) = [[(z = Ej),  {Ej}j=0...2¢- (2.1)
=0

Let {E;}jo,...29 be real and distinct fixed points, i.e.
{Ej}j:07___,29 (- R, Eo <FEi<--< Egg, g < NO. (2.2)

Define the cut plane
g—1
I = C\(|J [B2j, Ezj1] U [Bag, 00)), (2.3)
j=0

which is obviously a domain, that is an open and connected subset of C. Hence we
may declare a holomorphic function on II

RYZ.(): I — C

29 1/2 - (2.4)
z - (H(Z—Ej)) /
7=0
The square root branch in (2.4)) is chosen such that
R;gil(z) = liﬁ)l R;gil(z +ie), for z € C\II (2.5)
&€
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and

Ry 1 (2) = |Ry) 1 ()] -

2g+1 2g+1
(=1)%1  for z € (—o0, Ey),
(_1)g+7i for z € (Egj_l,EQj), j = 1, o9, (2 6)
(—1)g+j for z € (EQj,EQjJrl), ] :0,...,9—1, ’
1 for z € (Eaq, 00).
Next, define the following set
Mg = {(ZaUR2g+1(Z)1/2)|Z € (c’ o€ {_1’+1}} U {poo}’ (27)

where po, = (00,00) is the point at infinity. To describe charts on M, we need to
introduce more notation. Let pg € My, U,, C M, a neighborhood of pg, (, : Upy —
Vpo C C a homeomorphism defined below, and write

po = (2070035211(20)) Or Py = Poo
p o= (20R)11(2) €Up C My, Vg = Gpyl(Up) € C. (2.8)
The set
B = {(E},0)}o<j<og U {Poo} (2.9)

is called the set of branch points on M,. For introducing charts on M, one has to
distinguish three different cases; (i) po € My\B, (ii) po = (00, 00), and (iii) po = (E;,0)
for some 1 =0, ..., 2g.

(i) po € Mg\ B: Then one defines

Upy = {p € M| |2 — 2| < Co and oRy)” | (2) > 0oRy). ()}, (2.10)

where
Cop = min ’ZO — E]" >0 (2.11)
7=0,...,2¢g

and O'R;éil(z) - UORééil(zO) means that URééil(z) is the branch reached by
analytic continuation along 7, the straight line from z to zo,

Voo ={¢ € C| [¢| < Co}, (2.12)
and

Cpo i Upg = Vi
p — (z—20) (2.13)

with inverse
Cz:ol Voo = Upgs
¢ — (20+¢, UR%?H(C + 20)). (2.14)



(ii) po = poo: Here one introduces

Upo ={peMy| 2| >Cx}, Cx = max, |Ej| < oo, (2.15)
7=0,...,2g
Voo ={C€Cl ] < CZM?} (2.16)

and

¢pe :Up., — Vp,

p — o/ (2.17)
P +— 0
with inverse
Cp_oi‘/;?oo - Upoo7
-2 2g 2 12 _op1
¢~ (¢ (IIa-¢Ey) ¢ (2.18)
j=0

0 — P,
The former square root is defined as
M2 = 12| dae(:)/2 0 < arg(z) < 2, (2.19)

and the latter root is holomorphic on U,_ with the sign fixed by

2g ) 1/2 1 2g , ,
(TIa-¢En) " =153 Ba)+ 01, (2.20)
j=0 n=0
(iii) po = (F4,0): Define
Up = {peMy|lz—Ei| <Ci}, (2.21)
~min_ |E; — E;j| >0, geN
J=0,...,29
G = i
00, g = 07
Voo = {CeCl¢l< ) (2.22)

and

Cpo : Upy — Vg

p — o(z—E)Y?, (2.23)
with inverse
Cpo : Vpo - Upo
2 = v\ /2
¢ (Ez‘+C,<—H(Ei—Ej—C)> C), (2.24)
§=0
J#i
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where the first root is defined as

(z—E)'? = |z = Ei|"?exp (larg(z — Ei)/2)
o [0,27) if 7 is even,
arg(z — Bi) € { (—m, 7] if i is odd, (2.25)
and the second root is holomorphic on U, with the sign fixed by
29 1/2 29 12,2 1/2
(H(Ei—Ej—Cz)) = (H(Ei—Ej)) <H(1— (Em—En)_1C2)>
j=0 j=0 j=0
J#i J#i J#
Lk 1/2 1%
= (04| ([IE - E)) (152 E =B +0(¢h)  (2:26)
=0 j=0
i =

The set M defined in (Z7) together with the charts in (ZI0)-(226]) yields a compact
Riemann surface of genus g, which we will denote by .

Topologically, K, can be constructed as indicated in Figure [ZIt Take two copies I+
of the cut plane II defined as in (2.32) and glue the rims of the cuts on I together
crosswise with the rims of the corresponding cuts on II_, i.e. the +-rims on Il with
the —-rims on II_ and vice versa. This leads to the compact hyperelliptic Riemann
surface ICgy of genus g (corresponding to M,).

Next we will introduce the representatives {a;, b; }?:1 of a canonical homology basis
for Ky as it is sketched in Figure Set Eagy1 = 00, then for b; we start at a point
in the interval (Ey;_2, Ea;—1) on II1 (i.e. on the upper rim of the cut [Ey;_2, Eaj_1]),
surround FEy, (i.e. b; hits a point on the cut [Fy4,00)) thereby changing to II_ and
return to our starting point encircling Fs;_1, again changing sheets. For a; we choose
a cycle surrounding the cut [Eaj_o, Faj_1], j = 1,..., g clockwise (once) on II. The
cycles are chosen so that their intersection matrix reads

We will now define three maps on 4. The holomorphic sheet exchange map (invo-
lution) is defined as

* ng — ng
(% Ry21(2)) = (2,0Ry21(2))" = (2, —0Ry" | (2)) - (2.28)
Poo = Do

Moreover, we define two meromorphic projections:

T Ky — CU{oo}
(z,0RY% 1 (2) — =z : (2.29)
Poo = &

10
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Figure 2.1.: The construction of the Riemann surface K, for genus g = 1.
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Figure 2.2.: The homology basis {a;, b; }?:1 on K, for genus g = 2. Here the solid lines
indicate the parts on I and the doted ones the parts on I1_.

B Ky — CU{oo}
(2,03%11(2)) - aRéﬁl(z)- (2.30)
Poo = 00

7 has a pole of order 2 at ps, and two simple zeros at (0, iR;ﬁrl(O)) if R;gil(O) # 0,

respectively one double zero at (0,0) if R;éil(()) =0, and F has a pole of order 2g + 1
at poo and 2g + 1 simple zeros at (E;,0). Notice that

m(p*) =7(p), F(p*)=-F(p), peK,. (2.31)

Therefore we can make the following conclusions: K, is a two-sheeted, ramified
covering of the Riemann sphere (i.e. Iy = CU {oc0}). Moreover, K, is compact, since
7 is open and C U {oo} is compact. Finally, we have that I, is hyperelliptic, since it
admits a function with a single pole of order 2.

Let us take two subsets

Iy = {(z, Ry, (2))]2 € I} € M, (2.32)

which will be called upper and lower sheet, respectively, and define two more quite

useful charts
Ci : Hi — H
P —  Z.

The charts (2.10)—(2.26) are chosen such that there are compatible with the charts (4
wherever they overlap. Now consider

dm
—. 2.
T (233

12



Again using local charts we see that dm/F' is holomorphic everywhere and has a zero
of order 2g — 2 at ps. So we may conclude that

I~ ldr .
1<5<yg

ny =22 <j<g, (2.34)

form a basis for the space of holomorphic differentials on K.
If we introduce the constants ¢(.) via

c(k) = (ci(k),...,co(k)), ¢j(k)=(C1); j,k;1,...,g,

EQ]C 1 Z] ldz
C = (Cjr)jk=1,..9: Cijk :/ nj = 2/ 2 €R,
ax Fak—2 R2g+1( z)

(C is invertible since otherwise there would be a nonzero differential with vanishing
a-periods.) the differentials ¢;

g

k=1

fulfill
ag

and are thus a basis of the required form. The matrix of b-periods

g Eo Jld
rjk:Akcj:;cj<m>/nj—2ch Z/ o SR (30

2€ 1 R2 +1

fulfills
=i, T >0.

Moreover, T is symmetric, that is
Tik = Tkj-

13



2. Hyperelliptic Curves of the KdV-Type
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3. Algebro-geometric solutions of the
KdV-equation

We want to choose our background solution, denoted by Vg(z,t), from the class of
algebro-geometric quasi-periodic solutions of the KdV equation corresponding to g—
gap initial values, i.e., from the finite-gap class of stationary solutions of the KdV
hierarchy:.

Thus this chapter will be devoted to the construction of such quasi-periodic finite-
gap KdV solutions represented in terms of theta functions. The basic Riemann surface
will be the hyperelliptic curve Ky, g € Ny, introduced in Chapter 21

In the whole chapter we will follow closely the book by Gesztesy and Holden |Gesztesy03,
Chapter 1] and the lecture notes by Gesztesy |Gesztesy89].

3.1. The Baker-Akhiezer function

Definition 3.1 (Baker-Akhiezer function). Let Dy, .. ,, be a positive divisor of degree
gonky, g€ Ny, (= 27112 the local coordinate near poo = (00, 00) € Ky, andq:C — C
a polynomial. Then the Baker-Akhiezer function

Yy,s : Kg \ {poc} — CU {0}, y,s€C, (3.1)

associated with Ky, q, ¢, and Dy, ... p, is defined as follows:

(i) 1by,s is meromorphic on Ky \ {peo} and the divisor Dy, . of poles of ¢973|Kg\{poo}

satisfies
Dy, s 2 =Dpy,..py- (3.2)

(ii) The product

(s 02N Qe (~iga(c) ~isa(¢H) =e+0(), ceC, (33
s holomorphic near { = 0.

For the rest of this chapter we shall confine ourselves to the KdV equation and hence
choose
q(z) =2, ze€C.

Higher order polynomials ¢ are used for the equations of the KdV hierarchy.
Pick g numbers (the Dirichlet eigenvalues)

(A (2, 8)) 21 = (j(z, 1), 05)7 4 (3.4)

15



3. Algebro-geometric solutions of the KdV-equation

whose projections lie in the spectral gaps, i.e.,
pi(w,t) € [Egj—1, Eal, j=1,...,9. (3.5)

Associated with these numbers is the divisor

N — 1 p:la](xat)a]:l,,g,
D) = { 0 else. (3.6)
We introduce

2(p,x, 20, t,t0) = Eg, — Ap, (p) + dg, (Dpay) € C7, (3.7)

where Zp, is the vector of Riemann constants

j=1,....g (3.8)

1>
&
<

I

1- Ziﬂ Tj.k
2 b

and Ag, (ap,) is Abel’s map (for divisors). The hat indicates that we regard it as a
(single-valued) map from Iég (the fundamental polygon associated with ICy by cutting
along the a and b cycles) to CY.

Moreover, we have the linearizing property of the Abel map (|Gesztesy03, Theo-
rem 1.44])

ap, (D)) = gy (Dp) + —5——Uo +12

where Dy = Dy(z,10) and Uy and U, are the b-periods of the Abelian differential w;,__ o
and wy__ 2, respectively, defined below, i.e.

QO - (Uo,la ) UO,Q) where Uovj - / Wpeo,0s ] = 17 9 (310)
b

Q2 = (U271,...,U2,g) where UQJ - / Wpeo,2s ] = 1,-"ag' (311)
bj

By 0(z) we denote the Riemann theta function associated with /Cy defined by

0(z) = > exp2ri <(m,g> + LZI@U ,  zeC”. (3.12)

me7Z9

The Riemann theta function fulfills the quasi-periodic property

9(z+m+1n)=exp {27Ti( —(n,z) — %iﬂ» }9(1), n,m €79, (3.13)

where 7 is the matrix of b-periods defined in (2.37)) and (.,.) denotes the scalar prod-
uct in RY (cf., e.g. [Farkas92] or [Teschl00, App. A]). We recall that the function
0(z(p, ,x0,t,t0)) has precisely g zeros fi;(x,t) (with fij(xo,t0) = fi;). This follows
from Riemann’s vanishing theorem (cf. [Teschl00, Theorem A.13]).

16



3.1. The Baker-Akhiezer function
Theorem 3.1 (The time dependent Baker-Akhiezer function). The function

9(§(p7x7x07t7t0)) e(é(pw7x07x07t07t0)).
e(é(pOO7x7x07t7t0)) 9(§(p7x07x07t07t0))

. exp < —i(z — x0) /p Wy 0 — 12i(t — to) /p wpoo,2>, (3.14)

Eo Eo

¢q(p,:c,x0,t,t0) =

is the uniquely determined time dependent Baker-Akhiezer function associated with ICy,
Poo, ¢ = id, ¢ and the divisor Du(x t), where wyp o and wy_, o are normalized Abelian
differentials of the second kind with a single pole of multiplicity two at poy and principal
part (2d¢ and ¢4dC, respectively.

Proof. The function defined in (3.I4]) is single-valued on /Cy. Indeed, changing the path
from Ej to p in (B.14) results in the changes

4 4
/ wpw70 / wpooyo_i_/wpoovo’
Eo Eq Y

P P
/ wpc>m2 / wPOO72+/wp00727
Eo Eo v

P
A= [ ¢ — Anw+ (¢ =G
v

Eo

for some closed cycle v

g
v = Zm]a]—i-nj ), mj,n;€Z, j=1,...,g. (3.15)
J=1

Since the Abelian differentials wy, _ o and wp__ 2 have to be normalized to have vanishing
a;-periods we have

~y

=2
<.
Il
—_

j=1
g
/C = Z(mj §+nj/§)=m+zﬂ,
gl j=1 aj bj
where n := {n;}9_; and m := {m;}7_,. Thus the quasi-periodic property of the

17



3. Algebro-geometric solutions of the KdV-equation

Riemann theta function (B.13]) implies

T/Jq(P,l“,ﬂ?O,t,to) -
9(§(paxax0,tat0) —m — (Iﬂ)) a(g(pooaanxO)thtO)) )
a(g(pooa x,Zo, t, tO)) 9(§(pa Zo, X0, tO) tO) —m-— (Iﬂ))

- exp < (e — xo)(/Ep Wp 0+ QQO) —12i(t — to)(/p Wpeo,2 +ﬂg2)>

Ey

- wq(paxax07t7t0) exp ( - 1(1’ - xO)ﬂQO - 121(t - tO)ﬂQQ) .

)

(x — xo)

. exp <27Tiﬂ U, + 2min U,12

and hence

VYq(p, @, x0,t,t0) — Ye(p, x, %0, 1, to),

that is v is independent of the path chosen to connect Ejy and p and hence single-valued.
The function defined in ([B.I4)) satisfies (i) and (ii) of Definition Bl In fact, the
function 6(§(p,x0,x0,to,to)) has precisely g zeros fi;(xo,ty) and the corresponding
divisor Dy is positive. Thus ¢, satisfies (i). Setting y = (z — zo) and s = 4(t — to) we
will see later (cf. proof of Theorem 3.6, (3:31])) that (ii) also holds. Note that we have
¢ =1, since the function ([B.14) is already normalized.
To show uniqueness let 15,1 be another Baker-Akhiezer function. Since Dy, s is the

divisor of zeros of 1, we get that TZJq /g is meromorphic on K, with poles in Dy, y)-

Since the divisor Dg(x,t) is nonspecial, 1/~1q /14 must be equal a constant by the Riemann-
Roch theorem. O

Remark 3.2. The differentials wy__ ok, k = 0,1,2,... are Abelian differentials of the
second kind with a single pole of multiplicity two at pss and principal part ¢~2F=2d(.
They are explicitly given by

79tk 4 P(r
Wpoo,2k = (—1/2]9()> dr. (3.16)
_2R29+1

Here Py(m) is a monic polynomial of degree g + k whose coefficients have to be deter-
mined from the behavior at ps (principal part (~72d¢) and the normalization, i.e.,
the differential has vanishing a-periods.

Next, we derive explicit expressions for wy,_ ¢ and wy_ 2.

Lemma 3.3. We have

" 1 [T (7 —A))
e D S—
’ 2 Ryl

(3.17)
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3.1. The Baker-Akhiezer function

Proof. Clearly (3.7 is an Abelian differential of the second kind. Moreover, intro-

ducing ¢ = z7/2 we obtain that near ps the following is valid:
g
tpoo == 5 L1 = M) B ) (26 2d0)
j=1
g 29 1
=2 [T = eape (TTa - 2E)?) dc
j=1 J=0
g 1 29
:(2(1 ~ (> N3+ 0(44)) (1 +5(> B+ 0(g4)>d<
j=1 Jj=0
g
=72 (1 + %(Eo + Z(EQJ‘A + Eoj —2))) (% + O(C4))dC.
j=1
Hence,
Wpeo 0 = (C_Z +O(1))d¢ near poo. (3.18)

Furthermore, wy_ o is normalized to have vanishing a;-periods, that is,

/ wpm70 :07 ]: 15"'59- (319)
a;
O
Lemma 3.4. We have
1TTo(r = A)) I 1 E
Wpoo,2 = —§JRl—/2d7T, Z)\j =5 ZE]‘- (3.20)
2g+1 j=0 §=0

Proof. By inspection (3.20) is an Abelian differential of the second kind. Moreover,
introducing ¢ = z~1/2 we obtain that the following behavior near p is valid:

14 <
wpez = = 5 [ = ARy (¢ (2670 dc)
7=0

22 TJa - ehpeer (T - 2e)v?) dc

J

=c*(1- (zg: )+ 0(eh) (1+ %(Z E)C? +0(¢)d¢
. -

g 29

0 §=0

19



3. Algebro-geometric solutions of the KdV-equation

Since we have chosen 5\j, 7 =0,...,¢g such that they have to satisfy

9 1 29
No=352 B (3.21)
Jj=0 j=0
we finally deduce
Wpeo2 = (T 4+ 0(1))d¢  near po. (3.22)
Furthermore, w,_ 2 is uniquely determined by its normalization, i.e.
/ wpoo,Q :07 ] = 17"'79' (323)
a;
O

Remark 3.5. In general, the following asymptotic expansions hold
P
/ Wpo ok = —(2k+ D)2 4o+ 027 V2),
EO zZ— 00

where ¢, are some constants. Here wy,__ or, k= 0,1,2,... are the Abelian differentials
of the second kind given by (310). In particular,

P
/ Wpeo 0 = —2'?2 fep + O(zil/z), (3.24)
EO zZ—00
b L 39 ~1/2
Wpeo2 | = 3% +ea+0(z77). (3.25)
Ey

3.2. Quasi-periodic finite-gap KdV solutions

The next theorem establishes the well-known Its-Matveev formula for quasi periodic,
finite-gap KdV solutions in terms of theta functions (cf. [Its754, Its75h]). We will show
that the Baker—Akhiezer function defined in (B.I4) is a solution of the Schrodinger
equation corresponding to the Schrodinger operator H, with the potential V.

Theorem 3.6 (Tts-Matveev formula). Let p = (z,0Ra11(2)"%) € K, \ {po},
(z,2,m0,t,t9) € C x R*. Then the Baker-Akhiezer function Yy(p, x, 20, t,t0) defined
as in (3.1])) satisfies the Schrédinger equation

Hq(t)¢q(p, x,xo, ta tO) = Z¢q(pa €, To, ta tO)’ (326)
where Hy is the operator from the Lax pair of the KdV equation, i.e.,
Hy(t) = =02 + Vy(.1),  on HA(R) (3.27)

and V, is the quasi-periodic finite-gap solution

g
‘/;](x, t) = FEo+ Z(Ezjfl + Eaj — 2)\]) — 282 lnH(g(poo, z, xg,t, to)). (3.28)
j=1
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3.2. Quasi-periodic finite-gap KdV solutions

Proof. Expanding wy,__ o in (3.I7) near po, we get (cf. proof of Lemma [3.3)

W0 = (T2 CHO(¢?))dC, (3.29)
where we have set
1
C=3 (Eo + Zl Eaj 1+ BEaj — 2)))). (3.30)
J

Then from (3.29) and ([B:22)) one infers that near pso

Yol 70,1, 10) =(1 -+ ea(, )¢ + ea(a, 1063 + s, 0)C + O(CH)-
exp (i@ —20) (¢ = CC+ O(EH)) +4ilt — 10) (¢4 +0(0)) ),
(3.31)

where ¢j, j = 1,...,3 denote the coefficients in the expansion of the ratio of theta
functions. Note that there are no O(1) terms in the exponents in (B3.3I]) since both
integrals over w,_ o and wp__ 2 vanish at Ey. From (B31]) one computes

Vq.2x (D, T, T0, t, o) :( — (2 — e (z, )T 20 — eo(a,t) + 2icy g (z,t) + O(C))-
- exp ( (z —20)(¢TH = CC+O(C?)) +4i(t — to) (¢ + O(C)))
:( — (2420 + 2icy 5 (z,t) + O(C))wq(p,x,xo,t,to).
Since

— Vgaz + (20 + 2icy o (2,t) — C_z)wq = 0(¢)¥q

is also a Baker-Akhiezer function with the same essential singularity at p.. and the
same pole divisor as 14, uniqueness of the Baker-Akhiezer function proves

- ¢q,:m: + (2C + Qicl,x(xa t) - C_Q)T,Z)q =0. (3.32)

Next, we will compute ¢; and cs directly. We have

G(EEO - AEO (p)) =

= 0(Ep, — Ag, (poo)) ig—%—%e (2))

2=Ep,~Ap, (P)

11 0?
s ZUOJU(”(@ 50) ’ (3.33)

ii=1 EZEEO *AEO (Poo)

where Up j, j =1,..., g are defined in (B.I0). Therefore, expanding the ratios of theta
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3. Algebro-geometric solutions of the KdV-equation

functions near p, yields

0(z(p, x, 0,1, 10))

1 g b
0(2(pooy 7,70, 1, 10)) 1= {Q—mé“jZl Uo,j(a—sz(g))

1 C2 g 32 1 3
NPTy le=1 Yol <8zj021 0(@))} b(2) 2=2z(poo,,w0,t,t0) o
= 1+i¢2 n 0(2(pos, , To, t, 10))
1 <2 g 0? _1 3

2=2(Poo,,%0,t,t0)
and

9(§(p00’ Zo, Lo, to’ t(])) _
6 (z(p, xo,wo,to,to))

= [—CZ%;( ) %—Qi 01U01< a 9(§)>

3zj3,zl
(o) e
j=1 ’

=1—i¢8; n 0(2(poo, , 0, to, to))

0(¢?)

2=2(Poo,%0,%0,t0,t0)

T=XQ
12 o2 .
+ 20 Z Uo,]Uo,l(m9(§)>9(§)

2=2(Poo,0,20,t0,t0)

—¢? <8$ .0 (2(Poos z, o, to, to)) ‘m:xo)Q +0(¢3).

Finally, one obtains
0(§(p7x7x07t7t0)) e(g(pooax07x07t07t0)) _
0(2(Poo, ©, 0, t,0))  0(2(p, xo, To, to, to))
=1+ lcax lne(g(pooaxax07t7t0))

2

8 =3 Z U0]U01< 0

2
020z 10(
Jl—
0?
+ 812 ];1 Uo,Uo, <8zj8zl 9(§

+ CQ <am In 9(§(p00a x,To, ta tO)) <a:13 In a(é(pom T, To, tO? t(]))

— (02 10 (2(poe, 3, 70, 10, 10)) ‘m:xo)Q +0(¢%)
— 1+ (2, £)¢ + cala, )¢ + O(CP),

- 1C8$ In a(é(pOO7 x, xo, o, tO))

T=x0

0

2=2(Poo,,0,t,t0)

2=2(Poo,T0,20,t0,t0)

2))0()!
))o(2)™!
)

x:mo>
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3.2. Quasi-periodic finite-gap KdV solutions

and thus

b
T=x0

c1(z,t) =10, In 0 (2(pos, @, 0, , t0)) — 10 In 0 (2(Poo, z, 20, to, to))
c1.2(x,t) =102 In 0 (2(Poo, , 0, T, 10)) -

Hence

2icy p(x,t) = Vy(z,t) — 2C. (3.34)
Then ([B:32) and (3.34) prove (3.26]) and (3.28]). O

The next theorem shows that the Baker—Akhiezer function defined in (3I4]) solves
the equation 01 = P, 214, where P, 5 denotes the operator from the Lax pair.

Theorem 3.7. Let p = (2,0Ra,11(2)/?) € Ky \ {poo}s (2,2, w0, t,t0) € C x RE. Then
the Baker-Akhiezer function q(p,x,x0,t,to) defined as in (3.17)) satisfies

wqi(pa Z,Xo, ta tO) - Pq,ﬂ/}q(p7 Z,To, ta tO)a (335)
where P, o is the operator from the Lax pair of the KdV equation, i.e.,
Po(t) = 492 +6V,(.,t)0s + 3V, .(,t), on H3(R) (3.36)

with Vg given by (3.28).
Proof. First, we make use of (3.26]) to get

wqi(pa Z,Xo, ta to) - (Pq,Q(t)wq) (p7 Z,T0, t7 tO) -
=g, (p, w0, . t0) — 2(Vy(@, 1) +2¢72) g0 (p, 2, 20, . to)
+ Voo (@, )0 (p, 2, 20, 8, t0). (3.37)

Second, (B.31]) implies

¢Q,t(p, x,xo, t, 750) :4i(<_3 +a (xa t)C_Q + 62(x’ t)C_l + C3($, t)) :
oxp (il — w0) (¢ CC+O(C) + 4t~ 10) (¢ + 0(0)))

and
Yo (P, 0, b, t0) = (1€ +ier (2,) + (c1,a(w,8) = iC + iea(w, 1)
+ (20w, 1) = iCer(,1) + ics(2,1)) %)
cexp (i@ = 20) (7! = CC+ O(¢H) +4i(t — 1) (C* + 0(Q))).
Inserting these expressions into (E37) yields

wq,t(pa €, X0, t7 tO) - (Pq,Q(t)wq) (p7 T, X0, ta tO) =
= (2icl,m(x,t) —deo o(z,t) +der(z,t)eq o (2, t) + O(C))wq(p,x,xo,t,to).
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3. Algebro-geometric solutions of the KdV-equation

Note that in the above equation the terms containing the coefficient c3 cancel, such
that there are only terms left which contain c1, ¢1 4, ¢1 42 and c2 ;. Uniqueness of the
Baker-Akhiezer function then implies as in ([8.32]) that

Ya,i(px, w0, t, o) — (Py2(t)ibg) (p, x, 20, t, to) =
=(2ic1 20 (7, t) — deo o (@, t) + 4e1 (@, t)c1 0 (2, 1)) g (p, @, 0, L, To). (3.38)

The expansion of the ratio of theta functions near py, in the proof of Theorem
implies

02@'(1’, t) - - %ag In 0(&(1)007 Z,T0, ta tO))
- <8an 1n9(§(poo,w,$o,t7to))) (@% lne(é(poo79€7$o7t,to))>

+ <8§ lne(g(poo,x,xo,t,to))) F,m)

az In 9(&(]900, x,xo, ta tO))

and hence
2ic) go(z,t) + 4er(z, t)cr 5 (2, t) — deg g (x,t) = 0.

This yields (3.35]) by (B3.33). O

Combining the last two theorems we easily check that the potential V, defined as in
(B328)) is a solution of the KdV equation, since the operators H, and P, o constitute
the Lax pair for the KdV equation. More precisely, we have the following result:

Theorem 3.8 (Quasi-periodic finite-gap KdV solutions). Let p = (2,0 Ragy1(2)"/?) €
Ko\ {pso}s (z,2,30,t,t9) € C x R Then Vy(z,t) given by (328) satisfies the KdV
equation

KAV(V,) 1= Vot = 6VyVar + Viaaz = 0. (3.39)
Proof. From (B.26]) one gets
Hq(t)wqﬂf(p’ Z,xo, t? to) = - gwq,t(pa Z,To, t7 tO) + ‘/;1(1', t)l/fq,t(l% x,Zo, ta tO)

:Bt( — 8%1/1(1(19, z, %o, t, to)) + Vo(z, )+ (p, x, 20, t, to)
=0 (zwq(p,x,xo,t,to) — %(w,t)wq(p,x,xo,t,to)) + Vo(z, )+ (p, x, 20, t, t0)
=2qt (P, T, 20, T, o) — Vagutbe(p, T, 20, t,t0) — Vo(,8)Yq1(p, 2, 20, t, t0)

+ Vo, t)Yq,(p, z, w0, t, t0)

:qu,t(p, x,xo, ta tO) - Vvq,tqzz)q(pa €, To, t, tO) (340)
One can easily verify that H,(t) and P, 2(t) satisfy the Lax equation
DL H,(1) — [Pya(t), Hy(t)] = KAV(V,) (3.41)

From (B.:35)), (3:40), and (3:41]) one deduces

Kdv(%)¢q(p’ T, T, ta tO) — (‘/q,t(xa t) - Z-Pq,2(t) + H(t)PqQ(t))wq(p, X, T, t? tO)
‘/q,t(xa t)¢q(p’ T, X0, ta 750) - qu,t(p, T, X0, ta tO) + Hq(,I, t)¢q,t(pa €, X0, ta 750)
V;],t(xa t),l/}q(p7 T, X0, ta tO) - Z¢q7t(p7 T, X0, ta tO)
+ (Z¢q7t(p7 x,Zo, ta to) - Vq,t(x7 t)wq(pa x,To, t7 tO)) = 07
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3.2. Quasi-periodic finite-gap KdV solutions

that is,
KdV (V) =0.
O
The two branches of the Baker-Akhiezer function are denoted by
wq,i(zaxax(],tat()) = T;Z)q(p’x>x05t’t0), p= (Z’:l:)' (342)

It is well-known that the continuous spectrum of the quasi-periodic Schrédinger oper-

ator
Hy(t) = =02+ Vy(.,t) on HX(R), (3.43)

is time independent and consists of g + 1 spectral bands

9
U [Ej_2,Ej_1] U [Eyy,00), teR. (3.44)
7=1
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3. Algebro-geometric solutions of the KdV-equation
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4. Scattering theory and the
Riemann—Hilbert problem

In this chapter we use the same notation as in Chapter Bl but choose zg = tg = 0 and
suppress the dependence on z, ty in the argument of the functions.

Let 1 +(z,2,t) be the branches of the Baker-Akhiezer functions defined in Chap-
ter Bl We determine two Jost functions ¢4 (z,z,t) for the perturbed problem as solu-
tions of the equation

d
(—wquv)wi:qui, z € C, (4.1)

where V' is the perturbed potential satisfying the short-range assumption
+00
| bVt - Vi 0o < . (42)
—0o0

Next we establish the existence of such Jost solutions, that is, solutions of the perturbed
operator H which asymptotically look like the Baker-Akhiezer functions.

4.1. The asymptotics of the Jost functions

This section is based on [BoutetdeMonvel08] and [Mikikits-Leitner09].
From the definition (8.14]) we obtain that the branches of the Baker-Akhiezer function
have the following form

P
Yg+(2,2,t) = 0y +(2, 2, t) exp(Lizk(z) F 121t/ Wpeo 2)s (4.3)
Ey

where 6, 4+ (2, x,t) is quasi-periodic with respect to x and

k(z)=— /P Wpeo 05 p=(z,4), (4.4)

Eop
denotes the quasi-momentum map.

Theorem 4.1. Assume ([£2). For every z € (C\{Ej}?io there exist (weak) solutions
Yi(z,.,t) of HY = 2z satisfying

lim e$imk(z) (1/&(2'7 z, t) - wq,i(% z, t)) =0, (45)

r—=+00
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4. Scattering theory and the Riemann—Hilbert problem

where g +(2,.,t) are the Baker—Akhiezer functions. Moreover, ¢+ (z,.,t) are continu-
ous (resp. holomorphic) with respect to z whenever 4 +(z,.,t) are and

| (Y (2, 2,1) = Pya(z,2,1)) | < O(2), (4.6)
where C(z) denotes some constant depending only on z.

Proof. Finding solutions of ([@.1]) is equivalent to solving the equation

(Hq - Z)¢ = _V¢a z e (c’ (47)
where H, is the operator defined in (3:27)) and we have set
V=V-1, (4.8)

By Theorem B.6 the Baker-Akhiezer function 1, defined in (814)) is the solution of the
homogeneous equation, that is,

(Hy—2)0g =0, zeC.

Thus by using the variation of constants formula (cf. [Teschl08, Section 5.3]) we obtain
the Volterra integral equations for the two Jost functions

1 +oo
T/Ji(za%t) = wq,i(zaxat) - W(¢ R ¢ ) / (wq,*(zaxat)qqur(Zayat)
q,T5 ¥q,— T

— o (2, y D (2,2,0) ) V(g D (3, Oy (49)

Moreover, introducing TZJ:E(Z, x) = Tk, (2, x) the resulting integral equation can
be solved using the method of successive iterations. This proves the claims. O

Now we are ready to prove the asymptotic behavior of the Jost functions.
Theorem 4.2. Assume [{2). The asymptotic behavior of the two Jost functions are
given by

~ 1 1
Vi (2,2, t) = g +(2,2,1) (1 + Vi(z,t)——= + o(— ), (4.10)

as z — 00, where

+o0
‘&m0=¢/ﬁ(V—WMMMy (4.11)
Proof. Again abbreviating V =V — V, and invoking (4.9)) one deduces
Yi(z,2,t)
T/Jq,i(2’79€7t)
1 /:I:oo ¢qi(zayat)
=1l-— Vg, (2,2, 1) g 4 (2,y, 1) —=———<
W(¢q,+a¢q,*) z < ! o b+(2,2,1)
+oo
Tzz)q i('z’y?t) ¥ wi(zayat)
— (2,9, )Y+ (2,2, t) | V(y,t) —F——d
[ Gt ) P V() S
+oo 2
Yo+ (2,y,1t) - Vi(z,9,1)
-1 Go(z,z,2) 259 q o V(g )22 g (412
:F/; ( q(Z x x)T/)qi(Z,CE,tP Q(Z Y y)) (y )T,Z)qi(z, Y, t) Y ( )
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4.1. The asymptotics of the Jost functions

where

_ 1 wq,+(27x7t)¢q,—(27y7t)7 T2y,
Gq(z ! y) B W(wq,-i-awq,—) { ¢q,+(2,y,t)¢q,f(2,ﬂf,t), r<vy (4.13)

is the Green function of H,. We have

TJZ)CIHr(Z’x’t)(bq,*(Z’x’t) _ iH;?: (Z _Mj(x’t)) ]

G(I(Z’xax) = = 172 (414)
W (g, 1> %q,-) 2R,/2 (2)
Hence for z near oo the Green function has the following asymptotic behavior
1
Gz, (1 Ly @ntrot ) 415
(z,z,2) = 2\/_ + =V (z, ) + (22) (4.15)

where we made use of the fact that the quasi-periodic potential V, defined in (328
can be written as

g
‘/;](x, t) =Fy+ Z (Egjfl + Egj — 2Mj($, t)) (416)
j=1

for p = (z,+) near ps. Next we insert (£I5) into (LI2]) such that iteration implies
V(2 2,1) i /iw Vor(29:0)% = 1
Y5l o ( Yor\B 9V gy 1y — Vy,tdy>+0—.
wq,:l:(zawat) 2\/5 T %,i(%%ﬂz ( ) T ( ) (Z)

Next we will show that the first integral vanishes as v/z — co. We begin with the case
Im(y/z) — oco. Making use of Remark B.5] we compute

+oo . too A
‘/ ;ﬁji i Z’ t; V( y,t)dy‘ < C/x exp (F 2Im(v/2)(y — 2)) |V (v, )| dy
+oo

< C/ ‘f/(y, t)|dy + C - exp ( F 2Im(v/2)e) / |V(y, t)|dy,

T+e

such that the first integral can be made arbitrary small if € > 0 is small and the second
integral vanishes as Im(y/z) — oo.
Otherwise, if Re(y/z) — oo, we use (43]) to rewrite the integral as

+oo P 2
[ (AL e (5 2mm(a - ) ) exp (& BRe(vE)y - )y
Since

z 2. Y
%wy’ﬂ exp ( F 2Im(v/2)(y — m))‘ < [V(y, 1)l

the integral vanishes as Re(y/z) — oo by a slight variation of the Riemann-Lebesgue
lemma.
Hence we finally have

Yxlmat) i [T 1
Vg (z,m,t) iz\/g/x V(y,t)dero(\/E)

as z — 00. O

(4.17)
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4. Scattering theory and the Riemann—Hilbert problem

Moreover, we have the following result which concerns the asymptotics of the Jost
solutions at the other side.

Lemma 4.3. ([Mikikits-Leitner09]) Assume ([A2l). Then the Jost solutions ¥y (z,.,t),
z € C\o(H), satisfy

lim ‘ejFimk(z) (Vs (2, @,t) — (2)¥g1(2,2,1))| =0, (4.18)

T—F00

where

a(z) = WO T — )

T Wy ()00 () 2R (2)

W (2), 0 (2)). (4.19)
Proof. The proof can be looked up in [Mikikits-Leitner09], proof of Lemma 3.5. O

4.2. The Riemann-Hilbert problem

Now we are ready to deduce the Riemann—Hilbert problem from scattering theory.

Lemma 4.4 (Scattering relations). One has the scattering relations

T(2)Y+ (2,2, t) = Y (2,2,t) + Re(2)Y5(2, 2, 1), z € o(Hy), (4.20)

where T'(z), Ry (z) are the transmission respectively the reflection coefficient defined as

W (¥4(2), ¥+ (2)) W (¥ (2), ¥+ (2))
= , Ri(z):=— , z€o(Hy). (4.21)
W (Y- (2), ¥4 (2)) W (Y% (2), ¥+ (2)) !
Here 14 (z,x,t) is defined such that ¥4 (z,x,t) = lim. oY+ (z +ie,2,t), 2z € o(Hy).
If we take the limit from the other side we have 4 (z,x,t) = lim. oY+ (z — ie, x,1).
Moreover, the transmission T'(z) and reflection Ry (z) coefficients satisfy

T(z)

T(z)Ry(z) +T(2)R_(z) =0, IT(2)> + |R(2)* = 1. (4.22)
In particular one reflection coefficient, say R(z) = R4 (z), suffices.

Proof. To see that ([£20]) indeed holds note that apart from ¥4 (z,z,t) also ¥4 (z,x,t)
is a solution of

(- Vpp=s seotiy (129

Therefore we have found four solutions of a second order linear differential equation,
hence they have to be linearly dependent, that is,

1/&(27957'5) = Oé:F(Z)Ib:F(Z,.%',t) + B:F(Z)w:F(vavt)'

Thus we have
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4.2. The Riemann-Hilbert problem

and hence
W@ W), 320) |
+(2) W (Ts (). s (2 B (z) W (e (2). 92 () (4.24)
Defining
T(z) = a(2) ' = ap(2) ' =a(2)7!
and

Ri(2) := fe(2)a(2)™?

one gets the scattering relations (£20). The properties (£22]) can be verified directly
by straight-forward calculations. U

Lemma 4.5. The transmission coefficient T(z) has a meromorphic extension to
C\o(Hy(t)) with simple poles at the eigenvalues pj. The residues are given by

. 51/2
_ 21R29+1(Pj) Y+,5
[T (pj — m) 7

Res,, T'(2) (4.25)

where .
Ve = / [V (pjry, )Py (4.26)
—0oQ
are referred to as norming constants and P_ (pj,g;,t) = CjT,Z)+(pj,:U,t).

Proof. For notational simplicity let us suppress the dependence on x and ¢ in the scope
of this proof. To see that (4.25]) indeed holds we note that

W (1 (p), 1+ ()
(LW (@ (2), 4 ()] (4.27)

Res,, T(z) =
z=pj

since W (¢4 (2), 9+ (2)) has no zeros at p; but W (v _(z), ¢4 (2)) has. Let us denote the
differentiation with respect to z with a dot, then we have

d

LW W-(2),9+(2)) = W (W (2),¥4(2)) + W (Y- (2), U1 (2)). (4.28)

Moreover, using (4.1]) one obtains

a%W(zb(z),w(z)) = - (2)14(2),
: | (4.29)
S W (W (2), 94 (2) = =¥ (294 (2).
From |Mikikits-Leitner09], proof of Lemma 4.1, we know that
W(-(2), ¥+ () — a(@W (Y4 (=) Yy () a5 @ — o0, (4.30)

W (- (2), 94 (2)) — al2)W (g (2), s (2)) s 7 — +os,
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4. Scattering theory and the Riemann—Hilbert problem

where a(z) is given by (I9)). Since p; is a zero of W (¢—(2), ¢4 (2)) one has a(p;) =0
and thus )
W(qb*(p])aqur(pj)) — 0 asz — —o0,

. (4.31)
W (), b (p) — 0 s & — +o.
Combining (4.28), (430), and [@3T)) yields
W (2), ¥4 (2 ))!Z:pj = (4.32)
400 o X
/ —(pj), ¥+ (ps))dy — / gy W= 03): ¥4 (pj))dy =
— [ o voa, (433
where the prime denotes differentiation with respect to z. Hence
d
(oW (o (2), 04 ()], = 75t (434

where ’y;J l1vx(pjs -, t)|13 and ¥_(p;, z,t) = c;v4(pj, x,t). Moreover, for z € o(H,)
we have (cf. [Gesztesy03, Equ. (1.87)])

. pl/2
21R2§+1(2)

—i:1(2 L (4.35)

W ((2),¥=(2)) = W (g z(2), g x(2)) =

which finishes the proof. O

Note that one reflection coefficient, say R(z) = R4 (z) and one set of norming con-
stants, say v; = v ; suffices.
We will define a Riemann-Hilbert problem on the Riemann surface K, as follows:

T(Z) 1/1—(271715) ¢+(vavt) p= (Z, +)

_ ¢' ,*(vavt) ¢' ,+(va7t) ’
mP) =4 paGat)  py vGad) _ (4.36)
Yq,+(2,2,t) (Z) g, — (2,75t) ) p= (Z’ _)

We are interested in the jump condition of m(p, z,t) on X, the boundary of II1 (oriented
counterclockwise when viewed from top sheet I1;). It consists of two copies ¥ of
o(H,) which correspond to non-tangential limits from p = (z,+) with £Im(z) > 0,
respectively to non-tangential limits from p = (z, —) with FIm(z) > 0.

To formulate our jump condition we use the following convention: When representing
functions on ¥, the lower subscript denotes the non-tangential limit from II; or II_,
respectively,

m4(po, z,t) = Hilalzr)ri»po m(p, z,t), po € X. (4.37)

Using the notation above implicitly assumes that these limits exist in the sense that
m(p, x,t) extends to a continuous function on the boundary away from the band edges.
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4.2. The Riemann-Hilbert problem

Moreover, we will also use symmetries with respect to the sheet exchange map

f =(z,%
* — {(Z7:F) Orp (Z, )7 (438)
00T for p = oo,
and complex conjugation
(z.£) forp=(z+)¢%,
Pp=1L(zF) forp=(z+)e3, (4.39)

004 for p = cox.

In particular, we have p = p* for p € 3.
Note that we have my(p,x,t) = m(p*, z,t) for m(p,x,t) = m(p*,x,t) (since *
reverses the orientation of ¥) and my (p, x,t) = my(p*, x,t) for m(p, x,t) = m(p, z,1).

Theorem 4.6 (Vector Riemann—Hilbert problem). Let Sy(H(0)) = {R(z), z €
o(Hyg); (pj,vi), 1 < j < N} be the right scattering data of the operator H(0). Then
m(p) = m(p,z,t) defined in ({-36]) is meromorphic away from ¥ and satisfies:

1. The jump condition

m(p) =m—(p)J(p), forp €%, (4.40)

where the jump matriz is given by

LRGP —RBTEe
10 = (o o)

2. the divisor conditions

(ml) Z —Dg(m7t)* —_— Dp,

(m2) > =Dp(zt) — Dpr

o (4.42)

and pole conditions

QiRéﬁl (p;) Vi $q(p; ;1)
(m1 (p) + i:1(pj — ,U'k) 7'('(]?) —pj wq(p*7x7t) m2( )>
( 2Ry | ()) Vi Yelp, )
[T7=1(pj — 1) ©(p) = pj g (p*, 2, 1)

> —Dp(z,p)+, near pj,

mq (p) + mg(p)) > _Dg(m,t)’ near p;ka

(4.43)
3. the symmetry condition
N 0 1
m() = mip) (3 ) (4.44)
4. and the normalization
m(pss) = (1 1). (4.45)

33



4. Scattering theory and the Riemann—Hilbert problem

Here

Dy=Y Dy Dy =Y Dy (4.46)
J
denotes the divisor of poles, and the phase is given by

T P z [P
o(p, —) = —241/ Wpeo,2 — 21— / Wpoo 0 €IR  forp e 3. (4.47)
t Eo t Ey

Moreover, we have set

0(z(p, z,1)) 0(z(p*,0,0))

@(p,.%’,t) - 0(z(p,0,0)) 0(z(p*, z,1)) .

(4.48)

Proof. 1. For the proof of the jump condition we need the scattering relations (4.20)
and (4.22]). We have

1 1 R(p)@(p,x,t)e_t¢(p)
/) 1_<—R<p>e<p,x,t>et¢<p> - R ) (4.49)

and we will show m., (p)J(p)~* = m_(p). Note

Yqe(p; 2, 1)

=0O(p,x,t eto®),
¢q(p*,$,t) (p )

To see that the jump condition holds for the first component of m_(p,z,t) we
calculate

Y- (p,,t)
T;Z)q,f (pa CE, t)
Y_(p,,t)

o(p) ¢+(p, z, t)
Tzz)an(pa Z, t)

— _ Tzz)an(paxat) ¢+(p,$,t)
B T B TR P PO Py

B m (T(p)y-(p 2, t) = R(p)¥+(p, 2, t))

— ¢+(p,1‘,t) _ 1/1+(p*,.%',t)
¢q,7(p,$,t) Tzz)an(p*’xat)’

T(p) — R(p)O(p, z,t)c’

for p € 3.
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4.2. The Riemann-Hilbert problem

For the second component of m_(p) we compute

ﬂm%%%%%ﬁ@e@26€mm+a—mww>

_ Tzz)* (p’ Zz, t) qur(% Zz, t)
¢q,—(1?7 z, t) ¢q,+(177 T, t)

- (m +R(p)Y+(p, @, t))

¢+(P, xz, t)
T/Jq,+(P7 x, t)
2 Tzz)+(p, Zz, t)
BTN R

R(p)
Yq,+(p, 2,1)
1/)+(p,x t) YN 2 ¢+(p,$ t)

———  R(p
%+pmt( (2. R >+w4nxm

— 1 TN (1 7 +) — * T,Z),(p*,x,t)
- wq7+(p7 z, t) T(P)w— (pa z, t) T(p )w%_(p*’ x, t) )

Here we have extended our definition of T to X such that it is equal to 7'(z) on
¥4 and equal to T'(z) on ¥_. Similarly for R(z). In particular, the condition on
Y4 is just the complex conjugate of the one on ¥_ since we have R(p*) = M
and my (p*) = my(p) for p € 2.

2 T;Z)+(pa Zz, t)
Y+ (s @, 1)

2 ¢+(p’ Zz, t)
wq,+(p,w,t)

+|T(p)|

for p € 2.

2. By Riemann’s vanishing theorem (cf. [Teschl00, Theorem A.13]) the divisor of
the Baker—Akhiezer function v, satisfies

(¢Q(p7 x t)) ,u,(:v t) — /DE (450)

Moreover, the transmission coefficient T'(p) has simple poles at the eigenvalues
pj, 1 <j < N. Thus the divisor conditions ([@42) are indeed fulfilled.

The pole conditions follow from the fact that the transmission coefficient T'(p)
is meromorphic in K, \ ¥ with simple poles at p; and its residues are given by

@25).

3. The symmetry condition (4£.44]) obviously holds by the definition of the function
m(p).

4. The normalization ([A45]) is immediately clear from the asymptotic behavior of

m(p) near poo, which will be derived later on (cf. Theorem [£.9]).
O

Remark 4.7. Let p; ¢ {up(z,t)}{_,. Note that the pole conditions (4.43) can be
equivalently formulated in the following way:

0 0
Res, m(p) = phjgj m(p) | 2Ry, (o) )
97 . )
’“‘l(pf o (4.51)
. ZiRzg/;ﬂ(/’j)Vj
Respem(p) = lim m(p) 15— (pj— k)
p=p; 0 0
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4. Scattering theory and the Riemann—Hilbert problem

For notational convenience we will abbreviate

0 0
Jj = ZiRéﬁl(m)w 0
[10_1(pi—1)

2R (pi))
. (01 01 Aliag 1 (25 )%
Ji = (1 O) J; (1 0> = 8 Hizl(gruk)

Moreover, one pole condition, e.g. the one at pj, suffices, since the one at p; follows
by the symmetry condition:

Resy;m(p) = lim (p = pj)m(p) = lim (" — pj)m(p)
— ' - 5

= lim (p* — pj)m(p") (2 é) = Jim m(p)J; <(1) é)

p*—pj pP—pj
. (0 1\ (0 1\ \
- pli)r%j m(p ) (1 0) JJ <1 O> - pli{rpl; m(p)Jj :

The following asymptotic behavior of the transmission coefficient for p near po is
valid:

Lemma 4.8. Assume ([L2). Then the transmission coefficient T'(z) has the following
asymptotic behavior

1

T(Z):1+2i\/2

/00 (V =V)(y, t)dy + 0(%) (4.52)

Proof. Use (410) to compute the asymptotic behavior of the Wronskian W (¢_, ).
Then inserting this expression into the definition of the transmission coefficient (4.21])
yields

W(¢q, (Z)a

"= T

i) L1
G oa) Ty

/OO (V = V)(y, t)dy + o(z*1/2)_

We have the following asymptotic behavior of m(p) for p near poo:
Theorem 4.9. The function m(p) defined in ({{.36) satisfies

1
9/z

m(p) = (1 1) — /OO(V — Vo) (y, t)dy (—1 1) + 0(%), p=(z,+) (4.53)

for p near poo.
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4.2. The Riemann-Hilbert problem

Proof. Take p = (z,+), then using (410 one obtains the asymptotics for the second
component of m(p)

,l/}q +(Z,.%',t) > 1 -1/2

4 L =14V t)—— . 4.54
7/)+(Za~"3at) * +(x’ )21\/E+O(Z ) ( )

To get the asymptotic behavior of the first component use Lemma [£.8 and again (4.10])
to get

% =(1- 211/2( V_(2,t) + Vi(2,1) + o(z7/?))-
1

(Vo (r,t) e+ oz ) =1 - V+(x,t)m +o(z71%).

Hence we have verified [53]). For p = (2, —) we get the same asymptotic behavior of
m(p) because of the symmetry condition (4.44]). O

T(z)

For our further analysis it will be convenient to rewrite the pole conditions as jump
conditions following the idea of Deift, Kamvissis, Kriecherbauer, and Zhou [Deift96].
For that purpose we choose € so small that the discs |7(p) — pj| < € are inside the
upper sheet I and do not intersect with the other contours around the spectral bands
chosen as described in Section [5.4l Then we have the following

Lemma 4.10. Redefine m(p) in a neighborhood of p; respectively p; in the following
way:

1 0
|7 (p)—pjl<e
0 (e 1) "o
J
= 75 (p,@,t)
mip) = m(p) e |7 (p)—pjl<e (4.55)
0 1 ’ pell_ >
’I’I’L(p), 6[86,

where vj(p, x,t) is a function which is analytic in 0 < |7(p) — p;| < € and satisfies

. 51/2
. ¢q(p*,£6,t) . T/Jq(p*,l“at) 21R29+1(pj)
lim ~;(p,z,t) ———= = lim v,(p,x,t = . 4.56
p—pj i )wq(nx,t) p—p} i )%(p,w,t) re1(pj — 1) (4.56)
For example, we can choose
. 51/2
B 21R25/;+1(Pj) Ve(p, 2, 1)
V(P @) = =g — . (4.57)
5=1(pj — bk) e(p*, @, 1)
or ,
%R (p; t
vi(p,x,t) = 251(%5)__ y(p.2,1) (4.58)

Lo (m(p) — p) hg(p*, @, t)

37



4. Scattering theory and the Riemann—Hilbert problem

Then m(p) is meromorphic away from 3 and satisfies {({-40), (444), (4-43)), the divisor
conditions change according to

(m1) = —Dip(a,t)* (ma) > —Di(a,t) (4.59)

and the pole conditions are replaced by the jump conditions

1 0
er(p) = m*(p) (’Yj(p7$7t) 1) ) p € EE(p])’
1 ubped) ’
my(p) =m-(p)| "W | P € Xe(p)),
where
Ye(p) ={qelly : |n(q) — 2| =&}, p=(z,%), (4.61)

is a small circle oriented counterclockwise around p on the same sheet as p.

Proof. Everything except for the pole conditions follows as in the proof of Theorem
That the pole conditions (£43]) are indeed replaced by the jump conditions (4.60)
as m(p) is redefined as in (4.53]) can be shown by a straightforward calculation. O

Solitary waves are special solutions of the KdV equation in the sense that they
correspond to reflectionless potentials, i.e., R = 0. This can be best seen by choosing an
initial profile which corresponds to a reflectionless potential and then solve this initial
value problem for the KdV equation by the inverse scattering method (cf. [Drazin90,
Section 4.5]). The solutions obtained in that way are the single-soliton solution if
one eigenvalue is present, or, more general, the N-soliton solution corresponding to
N eigenvalues. The velocities (and thus the amplitudes) and relative positions of
these solitary waves are determined by the eigenvalues and the norming constants,
respectively. Since our method makes use of the fact that one deduces the Riemann—
Hilbert problem from scattering theory, it is quite obvious that also in the Riemann—
Hilbert approach each discrete eigenvalue corresponds to a soliton.

The next thing we will do will thus be to deduce the one-soliton solution of our
Riemann-Hilbert problem, i.e., the solution in the case where only one eigenvalue p
corresponding to one bound state is present and the reflection coefficient R(p) vanishes
identically on K.

Lemma 4.11 (One-soliton solution). Suppose there is only one eigenvalue and a van-
ishing reflection coefficient, that is, S+ (H(t)) = {R(p) =0, p€ X; (p,7)}. Let

C%’Y(p’x>t) =1 +’YW(m,t)(T;Z}q(P,%t),wq(Paxat)) (462)

and

Y ¢q(PaﬂUat)W(x,t)(T/Jq(P7x7t)7¢q(177$7t))

4.63
p Cq,“/(pa x, t) ( )

Tzz)q,“/(paxat) = ¢q(p,:6,t) + P
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4.2. The Riemann-Hilbert problem

Here the dot denotes a derivate with respect to p and W (f,9) = (f(2)g'(x) —
f(x)g(x)) is the usual Wronski determinant, where the prime denotes the derivative

with respect to x.
Then the unique solution of the Riemann—Hilbert problem ({.40)-({{.43)) is given by

mole) = (F07..8) Fpant). fpo) = S
In particular
= o U(p,a,t)?
or
d 2./
V=V t) = —ay LD W00 D) $al0 20 oq(0ol) iy )

Y
ch’Y(pVT?t) ch’Y(p7 x7 t)z

Proof. Since we assume the reflection coefficient to vanish, the jump along > disap-
pears. Moreover, since the symmetry condition (£.44]) has to be satisfied it follows
that the solution of the Riemann-Hilbert problem (4.40)—(4.45]) has to be of the form

mo(p) = (f(p*,z,t) f(p,z,t)). The divisor conditions (@Z2) follow from ([@50) and
by construction of 1), .. It is obvious that the normalization condition (445) holds.

Thus it is only left to check the pole conditions (£43]). For that purpose we compute
tim (= — ) F(0) = LDy (). 0y (0" 1)
p—p Cqry(py,2,t) ’
/

.1/2
— 7(/)’ x, t) 21R2g+1(p)
an/(p’ , T, t) Hi:l(p - :U’k) ’

where we defined

T/Jq(pa%t) to(p)
Wp,x,t :Wizlye)paxate p,
( ) wq(p*axat) ( )

and we used (435]). Moreover,

Wi ,x,t), ,x,t
lim fp) =1+ — 2 g e WP 2D (P 2, D)
p—p g (py,t) D=p Z—p
gl _ Yg(p, . t) — Yy(p, . t)
=14+ ——— t)1 _
" C%’Y(paxat) [wq(p’x’ )pl"H; zZ—p
PP xit) — Yg(p, 3, t)
_w;(paxat)glir; K Z—pq ]
Y W alen D a(p ) = —
Cary(py,t) - (PO T Cqry(ps 1)

Hence we see that the pole conditions (4.43)) are satisfied.
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4. Scattering theory and the Riemann—Hilbert problem

The formula ([@.64) follows after expanding around p = po, that is,

Fo.) = 14 oyl ) (Wil 2, Omap . 0) = Uy o, 1)
- — 7 2 1 -1 B
- 1:F cq{\/(pamat)wq(p7x7t) 1\/;+O(Z )7 b= (Z,i),

where we have used that the Weyl-Titchmarsh m-function has the following asymptotic
expansion for p near po, (cf. [Mikikits-Leitner09, Lemma 6.1])

¢éi(zaxat) V(I’ t)
mg+(z,2,t) = ————= = +iy/2 4
qy:l:( s Ly ) Tﬂq,i(zaﬂf,t) \/_+ 21\/5
Thus comparing with (£53]) proves the equation (A.64]).

To see uniqueness, let mg(p) be a second solution which must be of the form mg(p) =
( f*) f (p)) by the symmetry condition. Since the divisor Dy, ;) is nonspecial, the

+0@:z™, p=(z%). (4.66)

Riemann-Roch theorem implies f(p) = af (p) + 3 for some a,3 € C. But the pole
condition implies § = 0 and the normalization condition implies o = 1. [l
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5. Conjugation and Deformation

5.1. The stationary phase points and the nonlinear dispersion
relation

There is a correspondence between the energy A of the Lax operator H, and the
propagation speed v at which the corresponding parts of the solutions of the KdV
equation travel. In this section we want to investigate this correspondence, which can
be considered as an analog of the classical dispersion relation. If we set

. —12Re (1 [(fj‘>0\+167+)wp0072) . —12Im fE('2\+iE7+)wp0072
v(A) = lim e = lim oD , (5.1)
e—0 Re(1 P ) wpoo70) e=0  Im on ) Wpeao 0

the nonlinear dispersion relation is given by

x
v(\) = - (5.2)
Recall that the Abelian differentials are given by (B.17) and (B.20]).
For p € R\o(H,) we have by using (20)
—12 [P, o
Eo Poo,0
i.e.,
x x

where ¢, defined in ([d.47), is the phase of factorization problem (€40]). In other words,
v(p) is precisely the velocity of a soliton corresponding to the eigenvalue p.

For A € o(H,) both numerator and denominator vanish on o(H,). This follows by
again using (2.6]). Hence from [BI7) and (3.20) and by using de I’'Hospital we get

_ 12 H?:O()‘ B 5‘j)
v = I =x) 7

(5.5)

that is,
) =0. (5.6)

~+| 8
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5. Conjugation and Deformation

Definition 5.1 (Stationary phase point). A point p = (z,+) is said to be a stationary
phase point if
x

(2 7) =0, (5.7)

where the prime denotes differentiation with respect to z.

Invoking (B.I7) and (3:20)), one obtains

VRPN \ CRICEPY)
RYZ() U Rz

and hence the stationary phase points are given by

12 Ho(z - U (5.9)

Due to the normalization of our Abelian differentials, the numbers \;, 0 < j < g, are
real and different with precisely one lying in each spectral gap, say A; in the j’th gap.
Similarly, )\j, 0 < j <g, are real and different and )\], 1 < j < g, sits in the j'th gap.
However )\ can be anywhere (see |[Teschl00, Sect. 13.5]).

Thus if A\ € o(H,) equation (5.6 tells us that v(A\) = z/t if and only if A is a
stationary phase point.

The following lemma clarifies the dependence of the stationary phase points on x/t.

¢'(z ) = 12i

H~IE%

Lemma 5.1. Denote by z;(v), 0 < j < g, the stationary phase points, where v = x/t.
Set \g = —oo and A\gy1 = oo, then

)\j < Zj(?}) < )\j+1 (5.10)

and there is always at least one stationary phase point in each spectral gap. Moreover,
zj(v) is monotone decreasing with

lim zj(v) =Aj41 and lim z;(v) = Aj. (5.11)

n——00 n—00

Proof. Since the Abelian differential ws 4+ vwg is normalized, there is at least one
stationary phase point in each gap, and they are all different. Setting

g g
=[[G-2).  ax) =]]¢-x) (5.12)
j=0 j=1
we calculate
12G(zj(v)) + nq(zj(v)) = 0
94 0z 0q 0% _
25 oy TaE) gy = 0

42



5.1. The stationary phase points

and finally obtain
0z; —q(zj
FTRRET 3dQ( - 9g (5.13)
92 T V0
Hence z;(v) is monotone decreasing and stays between \; and A;j;q. Note that the
denominator in (5.I3) cannot vanish since the z;, j =0,..., g, are all different. O

In other words Lemma [5.1] tells us the following: As v = x/t runs from —oo to oo we
start with z4(v) coming from oo towards Esg, while the other stationary phase points
zj, 7 =0,...,9— 1 stay in their spectral gaps until z,(v) has passed Es, and therefore
left the first spectral band [Eag, 00). After this has happened, the next stationary phase
point z,_1(v) can leave its gap (Eag—1, Fag) while z4(v) remains there, traverses the
next spectral band [Eag_2, Fog—1] and so on. Finally zo(v) traverses the last spectral
band [Ep, E1| and moves to —oo. So, depending on x/t there is at most one single
stationary phase point belonging to the union of the bands o(H,), say z;(z/t). On
the Riemann surface, there are two such points z; and its flipping image 27 which may
(depending on z/t) lie in X.

From the picture described above we conclude that there can occur three cases.

1. One stationary phase point, say z;, belongs to the interior of a band [Es;, Eaj 1],
Jj =0,...,9 (setting Es,41 = o0o) and all other stationary phase points lie in
open gaps.

2. No stationary phase point belongs to o(Hy(t)) = U1 [E2j—2, E2j—1] U [Ezg, 00),
teR

3. zj =z = Ej for some j and all other stationary phase points lie in open gaps.
We will only consider case 1 and case 2. In the first case we have

o ITcomszi(z — )
" (25)/i = = > 0. (5.14)
’ Réfu(zj)

According to these two cases we will define corresponding regions in the (z,t)-plane
in the following way:

Definition 5.2 (Oscillatory and soliton region). In the (x,t)-plane we can consider
the first two cases described above as two different regions:
Case 1 defines the oscillatory region, that is,

g g
D= D; = {(@,0)lzi(/t) € (Bzj, Bajin)}.
=0 =0
Case 2 defines the soliton region, that is,

{(z,1)IC(x/t) € R\ o(Hy(t))}-
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5. Conjugation and Deformation

We now can establish that v(\) is monotone.

Lemma 5.2. The function v(p) defined in (51)) is continuous and strictly monotone
decreasing. Moreover, it is a bijection from R to R.

Proof. That v(\) defined in (5.J]) is continuous is obvious except at the band edges
A = Ej;. However, in this case (5.1]) becomes (5.5]) by using de 'Hospital. The function
v(A) defined in (B.5) is obviously continuous at the band edges F; since A; lies in the
7’th gap and thus does not hit the band edges.

Furthermore, for large p we have

v(p)

lim —— WP g 5.15
A 125 log (D) (5:15)

which shows lim, .+ v(p) = Foo.

In the regions where there is one stationary phase point z;(v) € o(H,) we know that
z;j(v) is the inverse of v(A) and monotonicity follows from Lemma 51l In the other
regions we have v({(z)) = z. By the implicit function theorem the derivative ¢’, where
the prime denotes differentiation with respect to z, exists. Using definition (5.I]) and
differentiating with respect to z yields

LY A R e
TERTIRTTI_o(C = M) + v TTZy(C = Ap) g+ 210(4 — zj(v))
(5.16)
This shows strict monotonicity since Im f(c +Wpoo,0 > 0 for ( € R\o(H,) and z;(v) <
C(v) < zj—1(v) for ((v) € (Eqj_1,E;) (if we set z_1 = 00, zg41 = —00, E_1 = —o0,

Esg42 = 00). To see the last claim we can argue as follows: If ((v) were below z;(v)
at some point it would decrease as v decreases whereas z;(v) increases as v decreases.
This contradicts the fact that both must hit at Ey;_;. Similarly we see that ((v) stays
below z;(v). O

In summary, we can define a function ((z/t) via

v(¢) =

x
hd 5.17
t (5.17)
In particular, different solitons travel at different speeds and don’t collide with each
other or the parts corresponding to the continuous spectrum.

Moreover, there is some (g for which v({y) = 0 and hence there can be stationary
solitons provided (y & o(H,).

Lemma 5.3 (Stationary solitons). There exists a unique (y such that v((y) = 0.

Moreover, if (o € o(Hg) or o € o(Hy), then (o = Xo. In particular, ¢y € o(Hy) if and
only if \g € o(Hy).
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5.2. The partial transmission coefficient

Proof. Existence and uniqueness of (o follows since v is a bijection. It is left to show
that (o = Ao if ¢ € o(Hy) or A\ € o(Hy). Assume ¢y € 0(H,). Then using v(¢y) =0

and (B.0) we get
g g
[T —=X) = (G =) HCo— =
]: :
Since ij € (Faj—1,F9j), j = ,g it follows ¢y = Ag. Now suppose \g € o(H,) and

again use (B.0]) to get
g
v(o) [J(Ro=2j) =0
j=1

Since A\j € (Eaj_1, Eaj), j =1,...,g we obtain U(S\Q) — 0 and thus ¢y = Ao. O

[e=]

5.2. The partial transmission coefficient

Apart from the transmission coefficient T'(p) corresponding to the jump on ¥ we will
also need the so-called partial transmission coefficient T'(p,x,t) which corresponds
to the jump along C(z/t) = SN 7 ((—o00,((z/t))). The usefulness of T'(p,z,t) will
become clear later on in Section 5.3l Before defining the partial transmission coefficient
it is necessary to introduce the Blaschke factor.

Definition 5.3 (Blaschke factor). The factor

B.p) = exp (90p.0)) = exo ([ ) e ([ o)y TR G18)

Eo E(p

where E(p) is Eo if p < Ey and either Eqyj_1 or Eayj if p € (Eoj_1,E0;), 1 < j < g
is called Blaschke factor. Here wpp+ denotes an Abelian differential of the third kind
with simple poles at p and p*. Note that the Blaschke factor B(p,p) is a multivalued
function with a simple zero at p and simple pole at p* satisfying |B(p,p)| =1, p € Ill,..
It is real-valued for w(p) € (—o0, Ey) and satisfies

B(Eo,p) =1 and B(p*,p) = B(p,p*) = B(p,p)”" (5.19)
(see e.g., [Teschl07]).
Later on it will be useful to work with explicit formulas of such differentials appearing
in (5.I8]). Hence we give the following

Remark 5.4. Abelian differentials of the third kind wy, 4,, with simple poles at q1
and g9, corresponding residues +1 and —1, vanishing a-periods, and holomorphic on
Ko \{a1,q2}, are explicitly given by ([Gesztesy03, Appendiz B])

1/2

1/2 1/2 1/2
(R + Ry (1) B Ry + Ry (po) dr
Wprpa = + By, ps(2) 12 (5.20)
2(m —7(p1)) 2(m — m(p2)) Ryl
Ryp's + Ry (p1) dr
Wpy pag = + Py poo (2 , 5.21
prip ( 2(7T—7T(p1)) pip ( )) R;éil ( )
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5. Conjugation and Deformation

where p1,p2 € Ky \ {po} and P, p,(2) and Py, p. (2) are polynomials of degree g — 1
which have to be determined from the normalization faz Wpype = 0 and fae Wpyipeo = 0,
respectively. In particular,

Ry (p) dn
Wy = <97 +P *(71))—. (5.22)
" m—7(p) " R;_t/}?l—l
The following lemma defines a divisor of new poles v;, j = 1,...,g. As one will see

in the proof of Lemma these poles are introduced in such a way that the single-
valuedness of the partial transmission coefficient T'(p, z,t) is guaranteed.

Lemma 5.5. [Kamuissis07l] Define a divisor Dy(x,1) of degree g via

iy (Daat) = @iy (Pp(an)) + (/1) (5.23)

where

. 1
o) =2 Y Ap(p+ g [ s RPG, =Li.g (520
2mi C(z/t)
Pr<((z/t)
where C(z/t) = S Na~ ! ((—oo,((x/t)) and ((x/t) is defined in (GIT). Then Dy is
nonspecial and w(Uj(x,t)) = v;j(x,t) € R with precisely one in each spectral gap.
Proof. One checks that &y is real. Hence it follows from [Teschl00, Lem. 9.1] that the

v; are real and that there is one in each gap. In particular, the divisor D, is nonspecial
by [Teschl00, Lem. A.20]. O

Definition 5.4 (Partial transmission coefficient). We define the partial transmission
coefficient as

T(p.o.1) :0(§(poo7.%',t) +6(z /1)) 0(2(p, z,1)) |

0(2(poc,x,t))  O(z(p,m,t) + 8(z/t))

P 1
: < [[ e ( - /EO wpkpz>> exp (g /C(m/t) log(1 — IRIQ)wppoo>,

pr<((x/1)
(5.25)

where §(x,t) is defined in (5.27)) and wp, p, is the Abelian differential of the third kind
with poles at p1 and py (cf. Remark[57).

The function T'(p,x,t) is meromorphic in K,\C(x/t) with first order poles at pj, <
C(z/t), vj(x,t) and first order zeros at fi;(x,t).

Lemma 5.6. T'(p,xz,t) satisfies the following scalar meromorphic Riemann—Hilbert
problem:

T+(p’x>t) = T,(p,x,t)(l - |R(p)|2)’ pE C(x/t)a

(T@20)= > Dy— D, Du+Diwn—Downr  (5.26)
Pr<((x/1) pr<((x/t)
T (poo, x,t) = 1.

Moreover,
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5.2. The partial transmission coefficient

g
* 2Ky
T(p*,z,t)T(p,x,t) = I | Z——V]" z = m(p),
=1 !

2. T(p,x,t) =T (p,x,t) and in particular T (p,x,t) is real-valued for p € 3.

Proof. For the purpose of making the proof easier to follow we will split it into four
steps.

Step 1: Solving the Riemann—Hilbert problem
On the Riemann sphere a scalar Riemann-Hilbert problem is solved by the
Plemelj—Sokhotsky formula. This means that the Cauchy type integral

B(z) = — / £ (5.27)

27 LZ—)\

where L denotes a simple smooth oriented arc and ¢(z) is a function, which is
Holder continuous on L, solves the Riemann—Hilbert problem

O, (2)—P_(2) =p(2), z€L. (5.28)

Here @ (z) and ®_(z) denote the limiting values of ®(z) as z approaches L from
the left and the right, respectively. For more details on scalar Riemann—Hilbert
problems we refer to [Ablowitz03, Chapter 7] and [Muskhelishvili53].

On the Riemann surface Ky, we need to replace the Cauchy kernel % by the
Abelian differential of the third kind wy,_ . Now note that solving the Riemann—
Hilbert problem

Ti(p) = T-(p)(1 — [R()[*), peClaft), (5.29)
for T is equivalent to finding the solution log(7") of
log Ty (p) —log T (p) = log (1 — [R(p)[*), p € C(z/t). (5.30)

Therefore by the analogue of the Plemelj—Sokhotsky formula for the Riemann
surface Ky we get

1
Tp) = e-exp (57 [ lon(1 ~RP)enp.) (5.1)

1

where the normalization constant ¢ has to be chosen such that the divisor and
normalization condition are fulfilled (cf. Step 3).

Step 2: Single-valuedness
Recall that the Riemann theta function satisfies the quasi-periodic property

B13), ie.,

(n,7n)

2 )}9(2), n,meZ% (5.32)
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5. Conjugation and Deformation

48

where 7 is the matrix of b-periods defined in (2.37)) and (.,.) denotes the scalar
product in RY (cf., e.g. [Farkas92] or [Teschl00, App. A]). By definition both the
theta functions (as functions on ;) and the exponential term are only defined on
the fundamental polygon I@Q of K4 and do not extend to single-valued functions
on ICy in general. Hence we have to verify that (5.25]) gives rise to a single-valued
function on K.

Let us start by looking at the values from the left /right on the cycle by. Since our
path of integration in z(p, x,t) is forced to stay in K4, the difference between the
limits from the right and left is the value of the integral along a,. So by (3.13))
we have

0(z,(p,z,1)) . 0(z(p,z,t) + [, €)
0(z,(p,2,t) +0(x/t)  0(z(p,2,t) +d(x/t) + [,, )
0(z/(p, 1))
0(z(p,x.t) + d(x/t)’

where z,.(p,z,t) and z;(p,z,t) denote the value of z(p,x,t) if p approaches by
from the right and left, respectively. Similarly, since wp, . is normalized along
ay cycles, the limits from the left/right of wy,_ coincide. So the limits of the
exponential terms from different sides of b, match as well.

Next, let us compare the values from the left/right on the cycle ay. Since our
path of integration in z(p, x,t) is forced to stay in Ky, the difference between the
limits from the right and left is the value of the integral along by. Thus by (B.13)
we have

H(gr(p,x,t)) R H(Q(p,m,t) + fbe g)
0(z,(p,x,t) +8(z/t))  O(z(p,2,t) + d(z/t) + [, C)
9(§l(p,$,t))

T 9z t) + 0(a)D)) exp(=2midy).

On the other hand, since wy,.. is normalized along a, cycles, we deduce

1 2
eXp(% /C(m/t) tog(l = | R Jup. p°°> (5.33)
— 1 2 .
P <% /C(m/t) log(1 — [R[*) (wp; poe + 2771@)) (5.34)



5.2. The partial transmission coefficient

and using (A.21) in [Teschl00] we have

r Pr
H exp < / Woy, PZ) = exp Z / wpkp

PL<((z/t) pr<C(x/t)
Pk
:exp<_ Z / wPTPi) -
pk<c(x/t) E(pr)
[Pk

R exp -y / Wppp + i / @)) - (5.35)

pr<((z/t) E(pk) E(pr)
- eXp Z / wp,p; + 4miAR, (ﬁk))) (5.36)

pr<C(x/t) E(px)

Thus by our definition of ¢ in (5.24) the jumps of the ratio of theta functions
and the exponential terms compensate each other, which shows that (520 is
single-valued.

Step 3: Poles and zeros
T is a (locally) holomorphic solution of our Riemann—Hilbert problem, which is
1 at poo by our choice of the second pole of the Cauchy kernel w,,.. . The ratio
of theta functions is meromorphic with simple zeros at fi; and simple poles at
vj because of Riemann’s vanishing theorem and the choice of the divisor Dy, 4
defined by (5.23]). From the product of the Blaschke factors we get that 7' has
simple poles at p;, and simple zeros at pj, for which py, < {(z/t) is valid. Moreover,
the normalization is chosen again such that the ratio of theta functions is one at

Poo-

Step 4: Uniqueness
To prove uniqueness let T be a second solution and consider 7/T. Then T /T
has no jump and the Schwarz reflection principle implies that it extends to a
meromorphic function on K4. Since the poles of T' cancel the poles of T, its
divisor satisfies (T/T) > Du(x t)- Since Dy, ) is nonspecial, T/T has to be
a constant by the Riemann—Roch theorem. Setting p = pso, we see that this
constant is one, that is, T =T as claimed.

Finally, T'(p,z,t) = T(p, z,t) follows from uniqueness since both functions solve

6.26).
O

Remark 5.7. Alternatively to (52.23) there exists also an other representation of the
partial transmission coefficient. First observe that

/ JWppoo = / f(wpp* + Wp*poo)’
Clz/t) Clz/t)
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5. Conjugation and Deformation

and hence by using fC(:v/t) fwps oo = — fC(m/t) fwpps we have

1
/ JfWppoo = 5/ fwpp, (5.37)
C(z/t) C(z/t)

where f can be any symmetric function f(q) = f(q*). Thus, by using symmetry,
|R(p*)| = |R(p)| for p € C(z/t), the partial transmission coefficient defined in (2.25)
can also be expressed in the following form

oy Gz t) +0(z/t)  O(alpat)
T = o) (e ,0) + (/)

' ( [I eo(- /ik )wpp*)> P (4%1 /c(x/w In(1 ~ |R?)epy )

pe<C(z/t) Epr
(5.38)

Later on we will also need the expansion of T'(p,z,t) around ps. For that purpose
note the following

Theorem 5.8. The asymptotic expansion of the partial transmission coefficient for p
near Pso 1S given by

Tl(.%',t) 1
T(p.zt) =1+ . — (ot .
po =12 2201 00) p=(as) (5.39)
where
Tty =— 3 2f" ! log(1 — |R?)
1(x,t) = — / Wpoo,0 + = og(l — Wpeo 0
B | 21 Joe ) g

pr<((z/t)

o (0 t) + 3(a/h)
0961( ) )

where wy__ o is the Abelian differential of the second kind defined in (3.17).

Proof. From jz—kkwao = klwy k-1 we get that

o
k —-1/2
Wp Eqy :wpooEo+Z< Wpoo,k—15 C:Z / )
k=1
o0
k —-1/2
Wp* By = Wpao By T ZC Wpeo,k—1) (=—2 2
k=1
Using this it follows
o0
2k—1 —-1/2
Wpp* = Wp By — Wp* By = 2 prwgk_gg . (=212 (5.40)
k=1

Thus, referring to the expression (.38]) of the partial transmission coefficient one can
check by expanding the ratio of theta functions, like it is done in the proof of Theo-
rem [3.0] and using (5.40) that the expansion (5.39]) is indeed valid. O
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5.3. Conjugation

Remark 5.9. Once the last stationary phase point has left the spectrum, that is, once
C(z/t) =%, we have T(p,z,t) = T(2)*', p = (2,%) (compare [Teschl07]).

5.3. Conjugation

This section deals with the conjugation of the Riemann—Hilbert problem. We will
see that conjugation provides a useful method for passing from a Riemann—Hilbert
problem involving solitons to one without.

Since to each discrete eigenvalue there corresponds a soliton, it follows that solitons
are represented in Riemann-Hilbert problems by pole conditions like (4.60]). For this
reason we will study how poles can be dealt with in this section. For this purpose we
will follow closely the presentation of [Kriiger09a, Section 4].

In order to remove the poles there are two cases to distinguish. If p; > ((z/t), the
jump at p; is exponentially close to the identity and there is nothing to do.

Otherwise, if p; < ((x/t), we need to use conjugation to turn the jumps at these
poles into exponentially decaying ones, again following [Deift96]. It turns out that we
will have to handle the poles at p; and ,0; in one step in order to preserve symmetry
and in order to not add additional poles elsewhere.

Moreover, the conjugation of the Riemann—Hilbert problem also serves another pur-
pose, namely that the jump matrix can be separated into two matrices, one containing
an off-diagonal term with exp(—t¢) and the other with exp(t¢). Without conjugation
this is not possible for the jump on C(z/t) = N7~ ((—o0,((x/t))), since in this case
there also appears a diagonal matrix if one wants to separate the jump matrix. As we
will see, the partial transmission coefficient T'(p, z, t), which was introduced exactly for
that purpose in Section [5.2] will play a major role in the conjugation step.

For easy reference we note the following result.

Lemma 5.10 (Conjugation). Assume that > CX. Let D be a matriz of the form

_ (dp*) O
D(P)—( 0 d(p)>, (5.41)

where d : M\i — C is a sectionally analytic function. Set

m(p) = m(p)D(p), (5.42)

then the jump matriz transforms according to

(p) = D—(p)"'o(p) D+ (p)- (5.43)

m(p) satisfies the symmetry condition ([LZ4) if and only if m(p) does. Furthermore,
m(p) satisfies the normalization condition ([E45) if m(p) satisfies [{L40) and d(poo) =
1.
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5. Conjugation and Deformation

Proof. For p € ¥ one computes

iy (p) = my(p) D4 (p) = m_(p)v(p) D4 (p) = m_(p)D—(p) " v(p) D+ (p) = m(p)d(p),

and hence 9(p) = D_(p)~'v(p)D (p). The symmetry condition for m follows from

7 =me106) =m0 (3 o) (7 4i) =70 (1 o)

The normalization can be investigated by a straightforward calculation. O

Lemma 5.11. Introduce

_ B 9(&(1?,33,15))
Blp.p) = Cpla ) g5 245, (p))

B(p,p). (5.44)

Then B(.,p) is a well defined meromorphic function, with divisor

(B(.,p)) = =Dy + D — Dpe + D, (5.45)
where v is defined via
ap,(Dy) = ap,(Dy) + 245, (p)- (5.46)
Furthermore,
B(poo,s p) = 1, (5.47)
if

0(2(po, @, t) + 245, (p))
9(2(1%07 z, t))

Proof. We start by checking single-valuedness. This is done like in the proof of
Lemma The a-periods follow from normalization. For the b periods, we com-

pute for E € (Ey_1, Fy) using (3.13)

Cp(z,t) = (5.48)

H(gr(p,x,t)) . 9(21(1),3%’5) + sz Q) _
a(gr(p’ €z, t) + 2AE0 (p)) 9(§l(p’ x, t) + 2AE0(10) + sz 9
9(§l(paxat))

= (z(p,z,t) + 245, (p)) ~exp (= 2mi(245,,(p))),

and by using (A.21) in |Teschl00] we have

p Pk ) Pk
B(p,,p) = exp </E( )wprp;> — exp (/E Wy, pr —|—27T1(2/ Q)) =
p

(Pr) E(p)

Pl
= exp (/ Wp, Pz*) exp (2mi(24g,.1(p)))
E(pr)

and the claim follows.
The normalization condition (5.47]) follows by a computation using (5.19)). O
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5.3. Conjugation

Now let us start with an easy case, namely to show how to conjugate the jump
corresponding to one eigenvalue p.

Lemma 5.12. Assume that the Riemann—Hilbert problem for m has jump conditions
near p and p* given by

1 0
my(p) = m_(p) < A 1) . PEX(p),
m(p)—p ) (5.49)
1 7(p*) .
my(p) = m—(p) <0 ’“{’*”) . PEX(pY),
and satisfies a divisor condition
(m1) > =Dy+,  (m2) > —Dj. (5.50)

Then this Riemann—Hilbert problem is equivalent to a Riemann—Hilbert problem for m
which has jump conditions near p and p* given by

B(p,p*)(x(p)—p)

m+(p) = m—(p) <0 V(MBip*vp*) ) , PEZ(p),

(5.51)
B B 1 0 i}
. (p) = m—(p) <_ B(p* o) (x(p)=p) 1) , o pEE(),
v(P*)B(p,p*)
divisor condition
(m1) > =Dy, (m2) > —Dy, (5.52)
where Dy is defined via
ap, (D) = ag,(Dp) + 245, (p), (5.53)
and all remaining data conjugated (as in Lemma [510) by
B(p*,p*) 0 )
D(p) = ( ’ =) 5.54
U0 B o

1

Proof. Denote by U the interior of ¥.(p). To turn « into v~ ", introduce D by

< vl(p) %) (B(p*,p*) 0 * > pel
T w(gﬂ - 0 . o)
D(p) = ﬂ(p?_p _w(f)p> (B(po,,o) B 0 * > b e,
56 (P, P")
Bp*p) 0 clse
0 Blpp)) ’

and note that D(p) is meromorphic away from the two circles. Now set m(p)
m(p)D(p). The claim about the divisors follows from noting where the poles of B(p,

oz |
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5. Conjugation and Deformation

Observe that our original jump matrix (£41]) has the following important factoriza-
tion

J(p) =b_(p)""by(p), (5.55)

where

* *)o—to(p)
b_(p) = <(1) R(p )9(11) )" >

1 0
) b+(p) = <R(p)@(p)et¢(p) 1) :

Later in Section [5.4] it will become clear that this is the right factorization for p €
Y\C(z/t), i.e., m(p) > ((x/t). Similarly, we have

I) = B-(p)" (1"]3(”' ! >B+<p>, (5.56)

where

1 0 1 _B@)Hepe )
B_(p)=| _rmepe® . Bilp) = L-IR(p)P? :
~TIREE 1 0 1

This constitutes the right factorization for p € C(z/t), i.e., m(p) < ((z/t). Here we
have used m = R(p*), for p € ¥. To get rid of the diagonal part in the factorization
corresponding to m(p) < ((z/t) and to conjugate the jumps near the eigenvalues we
need the partial transmission coefficient defined in (5.25]). Note that Lemma [5.12] can
be applied iteratively to conjugate the eigenvalues p; < ((x/t): start with the poles
= p° and apply the lemma setting p = p;. This results in new poles u' = v. Then
repeat this with u = !, p = ps, and so on.

All in all we will now make the following conjugation step: abbreviate

V&P, 2, t) = . k
( ) Hf:l(/’k—ﬂl) ¢q(p ,,I,t)
and introduce
1 7(p)—pr
(_’yk(p,m,t) ,Yk(%x7t) DO(p)a |W(I;)€_1‘l[)i|<€a PE < C(Cﬂ/t),
m(p)—pr
D(p) = 0 —2e(E70f) o (5.57)
( W(p)*ﬂk (Ii) Pk DO(p)a | (];))Elfl)ﬁl<€a Pk < C(,I/t),
’Yk(p*7$7t)
Do(p), else,
where : )
_ (Tt 0
ou = ("5 )
Note that D(p) is meromorphic in IC;\C'(z/t) and that we have
o (01 01
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5.3. Conjugation

Now we conjugate our problem using D(p) and observe that, since T'(p,x,t) has the
same behavior as T(p) for p a band edge, the new vector m?(p) = m(p)D(p) is again
continuous near the band edges.

Theorem 5.13 (Conjugation). The function m?(p) = m(p)D(p), where D(p) is de-
fined in ([5.57), is meromorphic away from C(x/t) and satisfies:

1. The jump condition

m3(p) =m?(p)J*(p), pPEY, (5.59)
where the jump matriz is given by
J*(p) = Do-(p) "I (p) Do+ (p), (5.60)
2. the divisor conditions
(m3) > —Dy(zy,  (M3) > —Dy(upy, (5.61)

All jumps corresponding to poles, except for possibly one if pr = ((z/t), are
exponentially decreasing. In that case we will keep the pole condition which is
now of the form:

2 ’yk(p,x,t) T(p*,x,t) 9
" * m 2 _Dﬂ ), near s
( 1) 7(p) — pr T(p,x,t) 2(p)) o(,t) Pk 5o

'Yk(p*,ﬁﬂ,t) T(paxat) 2 2 *
* mi(p) +m p)Z—D,;x , near pr.
(ﬂ(p) — pp T(p*,x,t) 1(p) 2( ) D (x,t) Pk

3. the symmetry condition
¥ 0 1
) =) <1 0>’

4. and the normalization
m*(pe) = (1 1).

Proof. Invoking Lemma 510l and (Z40) we see that the jump matrix J?(p) is indeed
given by (5.60). Using the divisor conditions (5.26]) and (£59) we obtain

(mi(p)) = (1 (P)T(p")) 2 ~Dp(zye,  (M3(p)) = (M2(p)T(P)) = ~Dp(apy-  (5.63)

That means the shifting of the poles from fi;(x,t) to ©;(z,t) stems from conjugating
m with the matrix Dy.
Moreover, using Lemma [5.12] one easily sees that the jump corresponding to pr <

¢(x/t) (if any) is given by

1 L@zt)(x(p)—pr)
0 1

’yk(p,xﬂf)T(p*Jﬂf)) ) pe Eé(pk)a
(5.64)

~ 1 0 .
o(p) = (_T(p*,x,txw(p)—pk) 1) » PEXe(pr),
’Yk(])*,{[’,t)T(p,{L',t)
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5. Conjugation and Deformation

and by Lemma [5.10] the jump corresponding to pr > ((x/t) (if any) reads

_ 1 0
o(p) = <Vk(p7$7t)T(p*,x,t) 1) ) P € Xe(pr),

1 _ 'yk(p*,x,t)T(p,:v,t)
W)=, “TEEma) ) pe Sn)

(5.65)

That is, all jumps corresponding to the poles py # ((x/t) are exponentially decreasing.
That the pole conditions are of the form (5.62)) in the case pr = ((x/t) can be checked
directly: just use the pole conditions of the original Riemann—Hilbert problem (4.43])
and the divisor condition (5.20) for T'(p, z,t). Furthermore, by (€44 and (5.58]) one
checks that the symmetry condition for m? is fulfilled. From T (pso,z,t) = 1 we finally
deduce

m?(Pos) = m(poo) = (1 1), (5.66)
which finishes the proof. O

Using (5.55) for p € £\ C(z/t) =X N7 ((¢(2/t),00)) the jump matrix J? can be
factorized as

1— |R|2 T(p,z,t) ROe—t¢
J? = T t) = Dy JDy = Dy '0='b Dy =
(T(g; jf))R@ew 1 0 0 o 0—"0+L)
= Dy b= DoDy by Dy = (b)) "'y,

where Bi = Do_lbiDo, that is,

;o (1 FEELRpHO (e ! 0
b = (0 T (p*,x,t) 1 s b+ = | T(p*,z,t) R(p)@(p)etqb(p) 1] (567)

T(p,x,t)

For p € C(z/t) = S Nt ((—o0,((x/t))) we can factorize J* in the following way

T T, * *\  —
72 = ( 1 B e et 4

T+ (p*,x,
HEL)R(p)O (p)et o) 1— |R(p)?

1 -1 (1= |R(p)]? 0 >
=D _131< | BiDg. =
0 0 (1—[R(p)»)~t) 770
T_(p 71'7t) 0
— — T *
= ‘DO}B,I ( +(p071'7t) T (p,x,t)) B+D0+ =
T4 (p,,t)
= Dy'B='Dy_Dy !By Doy = (B_)'By,

) = Dy'JDy, =

where Bi = D;lBiDi, that is,

. 1 0 - 1 T (p,z,t) R(p*)O(®") ,~t ¢(p)
Bo=| _rprat Rpow) o) 1] B+= - Telrat) 1-RE)P :
T_(p,z,t) 1-[R(p)? 1

(5.68)
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5.4. Deformation

T O
+ Dja
T By
S N *
Jjl D;l _ z;k j2
Egj -
T

Figure 5.1.: The lens contour near a band containing a stationary phase point z; and
its flipping image containing z;-‘. Views from the top and bottom sheet.
Dotted curves lie in the bottom sheet. |[KamvissisO7b]

Here we have used (5.56]).
Note that by T'(p,z,t) = T'(p, x,t) we have

T (p*,x,t) T_(p*, x,t) 1 T, (p,z,t)
= = , pelx/t), 5.69
TJr(p,CE,t) T,(p,x,t) 1- |R(p)|2 TJr(p,:U,t) ( / ) ( )
respectively
T t T t 1 T (p*,xz,t
+(p7x7 ) _ +(p,x, ) _ (p y Ly ) pe C(Cﬂ/t) (5.70)

T,(p*,ﬁﬂ,t) B T+(p*,x>t) 1- |R(p)|2 B T,(p*,ﬁﬂ,t),

5.4. Deformation

In our next step we make a contour deformation and move the corresponding parts
of the jumps into regions where the off-diagonal terms are exponentially decreasing.
That means that we will move those parts of the jump matrices containing exp(—t¢)
(resp. exp(t¢)) into regions where Re(¢(p, z/t)) > 0 (resp. Re(¢p(p, z/t)) < 0).

In the oscillatory region, that is in the case where one stationary phase point, say z;,
lies in the interior of its spectral band (Faj, F2j4+1), we introduce the “lens” contour
near that band as shown in Figure 5.1l which is taken from [KamvissisO7b].

The oriented paths Cj = Cj1 U Cja, CF = CJ; U CF; are meant to be close to the
band [E2j7 E2j+1].

Concerning the other bands [Eo, Eogt1], k # j, k = 0,..., g (setting Fogy1 = 00),
one simply constructs “lens” contour near each of the other bands [Fo, Eori1] and
(£, B3y ] as shown in Figure (.2 which is taken from [KamvissisO7h].
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5. Conjugation and Deformation

Ck

Figure 5.2.: The lens contour near a band not including any stationary phase point.
Views from the top and bottom sheet. [KamvissisQ7h]

The oriented paths Cj,C} are meant to be close to the band [Eo, For41]. In par-
ticular, these loops must not intersect with any of the loops around the eigenvalues
Py

In the soliton region, that is in the case where no stationary phase point lies in
o(Hgy(t)), we choose “lens” contours near all bands [Eay, Fopt1], K =0, ..., g (setting
Esg41 = 00) as shown in Figure [5.2] which is taken from [KamvissisQ7b].

We will next investigate the sign of Re(¢).

Lemma 5.14. In the soliton resp. oscillatory region the sign of Re(¢) is given by:

1. Soliton region:

In the case of no stationary phase point lying in a spectral band, we have for all
bands [Egk, E2k+1]

Re(é(p)) < (>)0, p€ Dy, 7(p) > (<)((x/t). (5.71)

2. Oscillatory region:
In the case of one stationary phase point ((x/t) = zj(x/t) lying in the interior
of its corresponding spectral band (Esj;, Eoj11), we have

Re(é(p)) >0, p€Dj,  Re(g(p)) <0, p€ Djs,
and concerning the remaining spectral bands (5.71]) still holds.

Proof. Let us assume that we have already shown

m(¢/(p)) <0, peo(HyD). p)< (/). (5.72)
m(¢/(p)) > 0. peo(HyW). p)> (/). (5.73)
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5.4. Deformation

If we denote z = z + iy, then by Cauchy-Riemann we have

/ 0 0 ORe
tn(()) = 5 (1m(52) - Re(50)) = =752, (5.74)

which proves the claim as long as C;1, Cj2 respectively Dj, are close enough to the band
[Eaj, Eaj 1] respectively [Eo, Eopq1]. A similar picture appears in the lower sheet.

So it is left to show (B.72]) and (5.73)). We will do so by induction on g € Ny. We
start with g = 0: For z € [Ep, c0) we have

(5.75)

: (2= Ao) 2 =X
Im(¢'(2)) = Im 1212200 ) — 19
) = m(12-E 20

By IR ()
Hence for zp € (Ep, 00) we indeed get
Im(¢'(2)) <0, z € (Ey,z)
Im(¢'(z)) >0, ze€(z,E),
and for zp € (—oo, Ey) we have
Im(¢'(z)) >0, =z e (Eo,E1).

Now let us assume (5.72]) and (5.73]) hold for g—1 € Ny, then we will make the inductive
step by showing that it also holds for g. In the case of genus g we have one additional
spectral band, say [Ey, F1], the others stay the same as in the case of genus g — 1 but
are now enumerated appropriately. Using (2.6]) one gets

m(d (2)) = Im i jO(Z_ ) le] 1(2_ ) _(_1\9t+k 5
m(¢/(2)) 10%7%26_+t_EZITJ (~1)7Hp(2),
where
9 JRe(2) = &) 2 1% (Re(2) — Ay)
(2) =12~ + == (5.76)
’ R U IR

for z € [Eoi, Eogt1], k = 0,...,g (setting Eog11 = 00). In principal there are three
cases which might occure:

1. zp € (Ey, E1) and all other stationary phase points lie in open gaps:
a) g is odd. Then from Figure 5.3 one deduces

@) ={ 050 miciemy 6™

b) g is even. From Figure [5.4] one similarly obtains

m(@@) ={ {050 micm O
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5. Conjugation and Deformation

)
EXZ(] Eq ﬁ,@. Y E2g e
21 \

Figure 5.3.: A sketch of the function ¢(z) defined in (5.76)) for g odd and zy € (Eo, E1).
The thick lines denote the spectral bands.

b (2

o(2)

“1 [ . 7

Figure 5.4.: A sketch of the function ¢(z) defined in (5.76) for g even and zy € (Eo, E1).
The thick lines denote the spectral bands.

2. zy € (E4, E2) and maybe some other stationary phase point z; lies in its corre-
sponding spectral band (Ea;, Faj11), j = 1,...,9. Note that depending on z;
having or not having already passed its spectral band (Es, E3), z1 can lie either
in one of the gaps (E1, E2), (E3, F4) or in its spectral band (Es, E3).

a) g is odd. Then from Figure one deduces
Im(¢'(z)) = —p(z) <0 for z € (Ey, Ey). (5.79)
b) g is even. From Figure one obtains

Im(¢'(2)) = ¢(z) <0 for z € (Ey, Ey). (5.80)

3. 29 € (—o0, Ey) and all other stationary phase points lie in a spectral gap.

a) ¢ is odd. Then from Figure 5.7 one deduces

Im(¢'(z)) = —p(z) >0 for z € (Ey, By). (5.81)
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5.4. Deformation

Figure 5.5.: A sketch of the function ¢(z) defined in (5.76) for g odd and zy € (E1, E»).
The thick lines denote the spectral bands.

p(2)

Eo Ey Es E3\ 21 299 Eog 00

/ZO N

Figure 5.6.: A sketch of the function ¢(z) defined in (5.76]) for g even and zy € (E1, E»).
The thick lines denote the spectral bands.

b) g is even. From Figure 5.8 one obtains

Im(¢'(2)) = ¢(2) >0 for z € (Eo, Ex). (5.82)

Figure 5.7.: A sketch of the function ¢(z) defined in (5.76) for g odd and zy € (—o0, Ep).
The thick lines denote the spectral bands.
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5. Conjugation and Deformation

Figure 5.8.: A sketch of the function ¢(z) defined in (B.76) for g even and zy €
(—o0, Ey). The thick lines denote the spectral bands.

4. zy € (—o0, Ep) and all other stationary phase points lie in a spectral gap.

a) ¢ is odd. Then from Figure 5.7 one deduces

Im(¢'(2)) = —¢(z) >0 for z € (Ey, Ey). (5.83)

b) g is even. From Figure [5.8 one obtains

Im(¢'(2)) = ¢(2) >0 for z € (Ey, Ex). (5.84)

In all of the three cases the sign for Im(¢'(z)) for z € (Fok, Eogt1), k=1,...,¢g can
be obtained from the induction hypothesis, which makes the proof complete. O

Having investigated the sign of Re(¢) we are now able to redefine the Riemann—
Hilbert problem for m? in such a way that the jumps of the new Riemann-Hilbert
problem will lie in the regions where they are exponentially close to the identity for
large times.

Theorem 5.15 (Deformation). Define m? by

m?’:mzéll, p € Dy, k< j,
m3 =m?B~1, pe D, k<j,
m> = mzéll, pE Djla
m?® =m?B_1L, p € Djy,
m> = ngjrl, p € Djo, (5.85)
m?=m?~!, pe iy
m3 = m2b ! €D, k>9g
+5 P ks Js
m® =m?-', pe D}, k> j
m3 = 2, else,
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5.4. Deformation

where the matrices by and By are defined in (5.67) and (5.68), respectively. Here we
assume that the deformed contour is sufficiently close to the original one. Then the

function m3(p) satisfies:

1. The jump condition

m (p) = mZ (p)J*(p), forp €T,
where the jump matriz J> is given by

J3=By, peC k<j,
J3=B"', pecC;, k<j,
J* =B, peC,
J3 = B!, peCj,
J?’:l;;l, p € Cja,
J3=b_, pe T
J=by, peC k>j
JB=b"t, pecCy, k>j,

2. the divisor conditions
(m3) > —Dpay,  (M3) = —Dyupy,

3. the symmetry condition
N 0 1
e =) <1 0>’

4. and the normalization
m3(pos) = (1 1).

Proof. To see that the jump matrix J3 is indeed given by (5.87) note

mi = mi = (miBf)BJr = miBJr, forpe Cy, k<j,
mi = mi = (mi~;1)5+ = mil~3+, forp € Cp, k > j,
m‘i = mi = (miéil)BJr = m?LBJr, for p € Cju,

mi = mfj);l = m%lﬁl = milﬁl, for p € Cjo.

Analogously one shows

mi = mifﬁ’:l =m2B'=m3B~!, forpe Cr, k<y,
mi = mfj)_l =m2b= ' =m2b7!, forpe Cr, k>j.

3 2 -1 2 -1 3 p-1
my =miB" =mZB" =m>B_", forpeC},

mi = mi = (mig_l)i)_ =m3b_, forpe C.

(5.86)

(5.87)

(5.88)

(5.89)

(5.90)
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5. Conjugation and Deformation

Finally, the jump along > disappears:

B!

m

+ \
?

BB =m B ' =m?, forpe C(x/t),
1 i1

2
m l~fll~)+)l~)jr =m2b= ' =m3, forpeX\C(z/t).

4w 4w

2
m.
2
+

Invoking (5.61]) one can easily verify that m?® indeed satisfies
( ) = Du(:v t)* (m%) 2 _Dﬁ(x,t)- (591)

To see that m? fulfills the symmetry condition we have to distinguish cases. Suppose
p€Dj U Uk<j Dy, then by using the symmetry of m? one gets

Next let p € Djo Uy Dy Then we obtain
m*(p*) = m?(p* )= (") =
()0 i (1)
=i o) (7 o) =) (3 )

Analoguously one can prove the symmetry condition for m3 if p € D;l UUge j D} or
€ Djy Uy Dy For all other p we have m3 = m? and thus nothing is to show.
Finally it is straightforward to check that the normalization of m? at po yields

m>(Poo) = (1 1) )
[l

Here we have assumed that the reflection coefficient R(p) appearing in the jump
matrices admits an analytic extension in the corresponding regions. Of course this is
not true in general, but we can always evade this obstacle by approximating R(p) by
analytic functions. We refer to the discussion in Chapter [7 for the details.

5.5. The long-time asymptotics inside the soliton region

First we will define the so-called limiting KdV solution. Note that the definition is

motivated by (£53]) and (5.39).
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5.5. The long-time asymptotics inside the soliton region

Definition 5.5 (Limiting KdV solution). To define a limiting KdV solution we have
to distinguish between the oscillatory and the soliton region.

(i) In the oscillatory region we define the limiting KdV solution Vi(z,t) by

| =)ty = 2z, (5.92)
where Ty (z,t) is defined as in Theorem [5.8, that is,
[ =gty == 5 [ ot [t = R
! pe<C(aft) 7 EPE) Cla/t)
0(2(poos ,t) +d(x/t
t 20, [ LEPemt) +8/) ) (5.93)
9(§(poo,x>t))
S/ =2 Y Ap(p) + o / log(1— |R)G,  (5.94)
T SO /1)
Pr<((z/t)

where R = Ry (A, t) is the associated reflection coefficient, (y is a canonical basis
of holomorphic differentials, and C(z/t) = ¥ N 7w !((—o0,((z/t))) is oriented
such that the upper sheet is to the left.

(i1) In the soliton region we define the limiting KdV solution Vi, (z,t) by

/Oo(‘/lﬂ) - V;])(y7 t)dy = 2Ty (.%', t)? (595)

where Ty (x,t) is defined as in Theorem [5.8, that is,

00 Pj
AR Y Ay R LT

pi<¢(v) C)

420, In (9(1(919(:(}3 io t);t )é)(v)) ) | (5.96)

or equivalently

%—W:—wﬁm(0@;2:(;1%;:;3‘”)))7
with
_ o . 2
22( An )+ /C a1~ [RG,

where R = Ry (\,t) is the associated reflection coefficient, (; is a canonical basis
of holomorphic differentials, and c;, = v(py) denotes the velocity of the k’th soliton
defined by (53). Moreover, C(v) = SN !((—00,((v))) is oriented such that
the upper sheet is to the left. If v = x/t we set Vi(z,t) =V 5 (2,1).
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5. Conjugation and Deformation

The next two theorems concern the long-time asymptotics of the perturbed KdV
solution V'(z,t) in the soliton region. They tell us that in the soliton region for large
times ¢ the perturbed solution V' (x,t) splits into a number of stable solitons traveling
on the limiting KdV solution Vj,(x,1).

Theorem 5.16. Assume

+oo
/ (1 + |2 ) (V (2, 1) = V(s )] )dar < oo, (5.98)

—00

for some integer n > 1 and abbreviate by cr = v(py) the velocity of the k’th soliton
gwen by (53). Then the asymptotics in the soliton region, {(x,t)|((x/t) € R\o(Hy)},
are the following:

Let € > 0 sufficiently small such that the intervals [cy —e,c + €|, 1 <k < N, are
disjoint and lie inside v(R\o(Hy)).

If | — ck| < € for some k, the solution is asymptotically given by a one-soliton
solution on top of the limiting solution:

—+o00 ~ t 2
[0 =ity = 22D oy (5.99)
T ’ Cl,k(x’t)

for any 1 > 1, where
(@) = 14 3 Wa o) (Wre (s 25 1), Yy, (1, T, 1)) (5.100)

and

. 0(2(pk,0,0) + 8(ci)) \” ox pkw .
7k—%< 0(z(px,0,0)) > pjgck) p<2/E° pjpj) (5.101)

-1
- eXp —/ log(1—|R|2)kapoo .
T JC(er)

Here 4y, (p, x,t) is the Baker-Akhiezer function corresponding to the limiting solution
Viw(x,t) defined above and the dot denotes differentiation with respect to py.
If |3 = ck| > ¢, for all k, the solution is asymptotically close to the limiting solution:

/OO(V — V)(y, t)dy = O(t™), (5.102)

for any 1 > 1.

Proof. We apply Theorem in the following way:

If [¢(z/t) — pg| > € for all k we can choose v = 0 and w, by removing all jumps
corresponding to poles from w'. The error between the solutions of w' and wf is expo-
nentially small in the sense of Theorem [A7] that is, ||w! —wh||ec < O(t7!) for any I > 1.
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5.5. The long-time asymptotics inside the soliton region

We have the one soliton solution (cf. Lemma EIT) rio(p) = (f(p*,,1) f(p,x,t)),
where f (p) =1 for p large enough. Using Theorem 5.8 we compute

* )L
m(p) =rno(p) (T(p ’o’t) T(p,g, t)_1>

(B ot 1 B o)

Comparing this expression with (£L53) yields

[0 =V dy = 2iTi(.0) + 0,

and thus by our definition of the limiting solution we finally have

| =wtdy= [ (V= V) = (= Vo) dy = 07

xT

for any [ > 1. This proves the second part of the theorem.

If [¢(z/t) — pi| < € for some k, we choose 7§ = 7 and w§ = 0. Again we conclude
that the error between the solutions of w! and w is exponentially small, that is,
[wt — w0 < O, for any I > 1. By Lemma EIT] we have the one soliton solution

mo(p) = (f(p*,x,t) f(p,x,t)), with

gty =14 P 2O Gt (P 1), Y10, (,2,1))
e Z — Pk wl,ck (p7x7t)cl,k(x7t) ’

for p large enough, where 9 is defined as in (B.I0T]). We will again use
_ T(p* @, t)~! 0 _ ([0t )
mip) = fo(p) < 0 T(p,z,t)™t) <T(p*,$,t> T(p,x,w) ’

and now expand f (p) as in the proof of Lemma[4.11] Finally a comparison with (4.53])
yields

) Ve¥ie, Pk, @, 1)°
/ (V = Vo) (y, t)dy = 2Ty (2, ) + o I¥er (PR T, )
’ k(. t)

and hence by our definition of the limiting solution (5.96))

+Oo(t™),

oo VePle (pk7.%',t)2 -
_ t)dy = 2——= !
/x (V = Vi )y, t)dy ek, t) roen.

for any [ > 1, which makes the proof complete. O

To be able to prove the long-time asymptotic behavior for V' — V] ., we will need the
following lemma.

Lemma 5.17. We have

1/}—(27 z, t) 1/}-1-(27 z, t)
T oant) Vg (1)

=1+ %(V - qux,t)% +o(z7h). (5.103)
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5. Conjugation and Deformation

Proof. We will use the following representation of the Jost solutions

+oo

Vi (2,2, t) =Yg +(2,2,t) exp ( T / (mi(z, Y, t) —mg +(2,y, t))dy), (5.104)

T

where
T;Z);:(Zaxat) (/Li(Z,CC,t)

hy(z,x,t)’ g+ (2, 2,t)

are the Weyl-Titchmarsh functions. Here the prime denotes differentiation with re-
spect to x. By |Mikikits-Leitner09, Lemma 6.1] the Weyl m-functions have the follow-
ing asymptotic expansion for large z

my(z,x,t) =+ mg+(z,2,t) =+

Xn(z,t)
ma(z,z,t) < lfizigl\/_

with coefficients defined recursively via

n—1

Xl(x7t) = V(.%',t), Xn-l—l(x?t) = _%Xn(xvt) - Z Xn_m(.%',t)xm(.%',t).

m=1

Similarly, we have

x,t)
mg+(2,x,t) 1\/_:I:Z ﬁzznl\/_

with coefficients determined by the recursive formulas

n—1

0
Xq,l(xa t) = Vq($, t)a Xq,nJrl(x, t) = _%Xq,n(x, t) - Z Xq,nfm(x’ t)Xq,m(x’ t)'

m=1

Thus, we obtain the following formulas

m(z,x,t) Xi\/g—i-V(x,t)ﬁ +V/(z, )4Z +O(=3/%),

o f +0(2%?),

mg(z,2,t) X iVz 4+ Vy(z,t) s—= + V/ (=, t)

4z
and therefore

(s = mg2) 2, 2,0) = (V = V), 5= (V = V) (s t) - + O,

1
2i\/z
Plugging this expansion into (.104]) we get

V_(z,x,t) Yi(z,x,t) +oo 1
Va2, ) Ygp () 0 (- /_oo V= Vo, Oy 2t

’ +oo
i (/—oo(v V) )y - /ﬂg (V= Vo) (v, t)dy) % +0(9)).
(5.105)
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5.5. The long-time asymptotics inside the soliton region

Using |[Mikikits-Leitner09, Theorem 6.2] we have the following asymptotic expansion
for log T'(z) around z = oc:

o
. Tk
logT(2) < ivz E ot
k=1
where the quantities 75 are given by

o0
X2k—1(2,t) — Xg,26—1(, )
Tk =/ (—1)"“22k—1 dx.

— o0
From this we deduce
—+o00

1) =ew ([0 -Vl tiyg 2+ OGT). 6100

Finally, combining (5.105]) and (G.106]) we get

¢—(Za xz, t) ¢+(2’7 z, t)
%,—(27 z, t) wqtf-(Z? z, t)

T(2) —oxp (V= V), +0(=7)

1
=1+ (V= Vo)(2,t)5- +o(z7),
which proves the claim. O

Theorem 5.18. Assume ([2.98) and abbreviate by ¢ = v(pg) the velocity of the k’th
soliton given by (23). Then the asymptotics in the soliton region, {(z,t)|{(x/t) €
R\o(H,)}, are the following:

Let € > 0 sufficiently small such that the intervals [cy, — e,c, +¢], 1 <k < N, are
disjoint and lie inside v(R\o(Hy)).

If 1§ — cx| < € for some k, the solution is asymptotically given by a one-soliton
solution on top of the limiting solution:

2 Vic (pk,m,t)4 - Ve (s w0y, (prs 0, T)
( Lew) (@, 1) = 27 crp(a, t)? Tk i (z,t)

(5.107)

for any 1 > 1, where

(@) = 14 36 Wa ) (Wre, (P 5 1), Y er, (1, T, 1))

and

- 0(z(pk,0,0) + d(ck)) 2 ox pkw .
%_%< b(z(r,0,0)) > pjgck) p<2/E pjpj) (5.108)

-1
- €Xp —/ IOg(l—’RF)kapoo .
T JC(er)
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5. Conjugation and Deformation

Here iy ¢, (p, x,t) is the Baker—Akhiezer function corresponding to the limiting solution
Viw(z,t) defined above and the dot denotes differentiation with respect to py.
If |$ —c| > ¢, for all k, the solution is asymptotically close to the limiting solution:

(V =W)(z,t) =0t ™), (5.109)
foranyl > 1.

Proof. 1f |¢(z/t) — px| > € for all k we can choose 7 = 0 and w}, by removing all jumps
corresponding to poles from w'. The error between the solutions of w' and wf is expo-
nentially small in the sense of Theorem [A7] that is, ||w! —wh||ec < O(t7!) for any I > 1.
We have the one soliton solution (cf. Lemma EII) rig(p) = (f(p*,z,t) f(p,x,t)),

where f(p) = 1 for p large enough. As in the proof of the previous theorem we have

_ (ferat)  fpa)
m(p) = (T(I;;*J:J) T(Z@J)) ’

and thus

£l % R * — — 1 —

my -my = f(p* 2,0 f (.2, VT (0", 2, ) T(p,w )™ =14 (= wy)- +0(=71),
J
where we made use of (cf. Lemma [5.6])
9 . _ "
T(p* = S A )
(", 2, )T (p, x,t) H — (5.110)
7=0

On the other hand from Lemma [B.17 we have

my-mg =1+ (V — V;])(x,t)% +o(z7h). (5.111)

Comparing these two expressions for my - mo yields
(V= V), t) = 23y — ) + O,
J
or

(V= Vi), 1) = O(t™),

where in the last step we have used the representations

29 g
V;](x’t) = ZEJ - 2zuj(x7t)7
§=0 =0

, (5.112)

29
Vile,t) = > E; —2> vj(=,t).
Jj=0 J

0
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5.5. The long-time asymptotics inside the soliton region

If [¢(z/t) — pi| < € for some k, we choose 7§ = 7 and w§ = 0. Again we conclude
that the error between the solutions of w! and wf is exponentially small, that is,
[wt —wh | < O, for any I > 1. By Lemma BIT] we have the one soliton solution

mo(p) = (f(p*,x,t) f(p,x,t)), with

f(p z,t) =1+ Yk T,Z)z,ck(ﬂk,ﬂf,t)W(xvt)(wlvck(I(Pk,ﬂ%t),sz,ck(p,ﬂ?,t))
7 Z— Pk wl,ck(p7x7t)cl,k(x7t) ’

for p large enough, where 4y is defined as in (5.I08]). The function f(p,x,t) can be
expanded near p = ps, as it is done in the proof of Lemma [4.1T]

~ ~ wlc (pk x t)2 1 - ¢l,ck(/)k,33,t)7/)1,c (pkaxat) 1 _
,x,t) =1 TP T T 7 ,Ck 10 3/2 ‘
f(p x ) + Yk Cl7k(ﬂf,t) 1\/} Vi Cl’k(x’t) > + (Z )

Then we can compute

mi-mo :f(p*,x,t)f(p,x,t)T(p*,x,t)_lT(p,m,t)_l

1+ [5/2¢lyck(pkaxat)4 25/ ¢l,ck(pk,$,t)¢1,7ck(pk,x,t)
= - k
k ck(z,t)? ck(z,t)
1 _
+ 3 (1 —v))] - 0k 82,

J

where we again made use of (5.110]). Comparing this expression for my-meo with (5.11T])
yields

le,ck(pk7x7t)4

- ¢l,c (Pk,%t)wl, (pkaxat)
: - +2 (15— ),

V —-Vy)(x,t) =27 — 49
( q)( ) k Cl7k(.%',t)2 Cl,k(l',t) -
" I PR L L )
oWl (le%t) - ¥l Pk, T, 1 l.c Pk, T,t
V= Vig)(x,t) = 293 —* — 43, o
( , )( ) k Cl7k(.%',t)2 cl,k(x,t)
Note that we again used the representations (5.112I). O

Note that the asymptotics for V' —V, ., given by expression (5.I07) can be checked
to be equal the derivative of (5.99) with respect to x by using

(@, t) = 1+ AWa o) (Ve 0k 7, 1), Vi ey (prs 2, 1))

—+00 9
145, / Wter (s, )Py
T
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6. The Riemann-Hilbert problem in the
oscillatory region

In Chapter [l we have seen that in the case z; € UJ_;[Eax—2, Eor] U [Eag,00) we can
reduce everything to a Riemann-Hilbert problem for m3(p) such that the jumps are
”T + exponentially decaying” except in small neighborhoods of the stationary phase
points z; and z;

Let us start by showing how to decouple the Riemann-Hilbert problem for m?(p) into
simpler parts such that everything is reduced to finding the solution of these simpler
parts.

6.1. Decoupling

Let us denote by %¢(z;) and Ec(z;‘) the parts of X2 inside a small neighborhood of
zj and z;-k, respectively. The next theorem will enable us to get the solution of our
original problem by solving the two Riemann—Hilbert problems on the small crosses
¥¢(z;) and Ec(z;f) separately.

Theorem 6.1 (Decoupling). Consider the Riemann—Hilbert problem

my(p) =m-_(p)J(p), peEZX,

mips) = (1 1) 61)

and let 0 < f < a < 20, p(t) — oo, and some points z, € X, k=1,...,n, be given.

Suppose each of the points z,, k = 1,...,n, has a neighborhood D), C K4, which
should be sufficiently small such that both the L? and L* norms of J are O(t~%) away
from these neighborhoods. Moreover, suppose that the solution of the problem with
gump J(p) restricted to a neighborhood Dy, C Dy, has a solution given by

1 M,

Mk(p):H+Wz—zk

+0(p(t) ™), pEK,\ Dy (6.2)

Then the solution m(p) is given by

m(p) = (1 1)-@(1 1)ZMkQ%(zk)+O(p(t)_o‘), (6.3)
k=1

where the error term depends on the distance of p to .
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6. The Riemann-Hilbert problem in the oscillatory region

Proof. To prove the theorem we will make use of the theory developed in Appendix
[Al with the Cauchy kernel Q7 defined in (A.8). We make the assumption that m(p)
exists. Introduce m(p) by

v i o8

where Dy denotes the closure of Dy. The Riemann-Hilbert problem for 7 (p) has
jumps given by

Mk(p)_la pe aDk, -

. -1 o -

J(p) — Mk(p)J(p)Mk(p) , pEXN (NDok \Dk), (6.5)
I, pEeXND?,
), else,

where dD), denotes the boundary of Dy, Dy and ]jz the interior of Dj and Dk, re-
spectively, and Dy, the closure of Dj. By assumption the jumps are O(,o(t)_ﬁ) on
the boundary 0Dy, and even O(p(t)™®) on the rest (both in L? and L> norms). In
particular as in Lemma [B.4] we get

i (1 1) [l = O(p(t) ).

Hence we deduce

1 _ = v -
=(1 1)—%p(t) A1 1);Mk/apkw—%g’_’+0(p(t) )
=(1 1) —p®) (1 1) MQ5(z) + O(p(t) ™),
k=1
which finishes the proof. O

6.2. The long-time asymptotics inside the oscillatory region

In Chapter B we have reduced everything to the solution of the Riemann-Hilbert
problem
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6.2. The long-time asymptotics inside the oscillatory region

Figure 6.1.: The small cross containing the stationary phase point z; and its flipping
image containing zj’-‘. Views from the top and bottom sheet. Dotted curves

lie in the bottom sheet. [KamvissisOg]

where the jump matrix J2 is given by (5.87). We have performed a deformation in
such a way that the jumps J2 on the oriented paths Cj, O} for k # j are of the form
“I + exponentially small” asymptotically as t — oco. The same is true for the oriented
paths Cj1, Cjo, ;17 C;*2 at least away from the stationary phase points z;, zj On
these paths, and in particular near the stationary phase points (cf. Figure [6.1], which
is taken from |[KamvissisO8]), the jumps read

1 — ZLat) RE)O®") —té(p)
T(p*,x,t) 1—R{p*)R(p) , pE th

~ 1 O

T p) = B~'(p) = <T<p*7r7t> R@O®) 1 o(p) 1>, peCh,
Tpad) T-RE ) R(P)
. 0 (6.6)
J3 == B = * , c C ’
=) <TT(&,;,%§)R(p)9(p)et¢(p) 1) p&

; _Iat) poye(pt)e—t o)

J3(p) = b= (p) = ((1) T(p*,x,t)R(pl)@(p Je ) . peCh.

To reduce our Riemann—Hilbert problem to the one corresponding to the two crosses
we proceed as follows: We take a small disc D around z;j(z/t) and project it to the
complex plane using the canonical projection 7 defined in (2.:29). Now consider the
(holomorphic) Riemann—Hilbert problem in the complex plane with the very jump
obtained by projection and normalize it to be I near co.

Before one can apply Appendix [B] to our problem one has to make the following
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6. The Riemann-Hilbert problem in the oscillatory region

change of coordinates

—\/(b”(zj) Z— 2 Z =z —i
§— i ( j)v J+§ ¢//(Zj)7 (6'7)

such that the phase reads

B() = d(z) + 56 +0(E). (63)
Note that by (2.6]) we have
o"(z) _ iovlfzj(zﬂ’ —#) oy (6.9)
! R2g+1(zj)

The corresponding Riemann—Hilbert problem will be solved in Appendix[Bl To apply
Theorem [B.I] we need the behavior of the jump matrix J2, that is, the behavior of
T(p, x,t) near the stationary phase points z; and zj

The following Lemma gives more information on the singularities of T'(p, x,t) near
the stationary phase points z;, 7 = 0,...,g and the band edges F;, j =0,...,29 +1
(setting Fogy1 = 00).

Lemma 6.2. For p near a stationary phase point z; or z;-‘ (not equal to a band edge)
we have
T(p,x,t) = (2 — zj)iwei(z), p=(z,%), (6.10)

where e*(2) has continuous limits near z; and

1
v=—=—log(l - |R(%)|*) > 0. (6.11)
2w
Here (z — z;)™" = exp(&ivlog(z — z;)), where the branch cut of the logarithm is along
the negative real axis.
For p near a band edge Ey, € C(x/t) we have

T(p,x,t) = Til(z)éi(z), p=(z,%), (6.12)

where é*(z) is holomorphic near Ej, if none of the v; is equal to Ey, and é+(z) has a
first order pole at Ej, = v; else.

1-|R(p)|?

Proof. By factorizing the jump according to 1 — |R(p)|? = (1 — ’R(Zj)P)m we
J

can rewrite (5.25) in the following way

o 0(2(poo, 1) + 8(x/t))  6(z(p,x,1))
T(p,z,t) =exp <1V /C(x/t) proo> I mroD) 9o e.0) + 370 .
Pr 1 1 —|RJ?
P <_ Z /E(pk) e T %/C(:r/t) tog <W>wppoo>’

pr<((x/1)
(6.13)
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6.2. The long-time asymptotics inside the oscillatory region

where v is defined in (G.I1I). Now consider the Abelian differential wy,« for p €
Kg\{poc} which is explicitly given by the formula (5.22). We have

1

5/ wppr = £log(z — z;) £ a(z;) + O(z — z;), p=(z=%). (6.14)
C(z/t)

Then from (5.37)) we deduce
/ Wppeo = Elog(z — 2j) T a(zj) + O(z — 25), p=(2,%), (6.15)
C(z/t)

from which the first claim follows.
For the second claim note that the function

_ T(Z)’ b= (Z’ +) € H+,
w={ 7o, b en”

satisfies the following (holomorphic) Riemann—Hilbert problem

ti(p) =t_(p)(L = |R(p)]*), peX,
75(]900) =1

Thus T'(p, x, t)/t(p) has no jump along C(x/t) and is therefore holomorphic near C(x/t)
away from band edges Ej, = v; (where there is a simple pole) by the Schwarz reflection
principle. U

Moreover,

Lemma 6.3. We have

et(z) = eF(2), p=(z,%) € £\ C(x/t) (6.16)
and
0(2(Poc, z,t) + d(z/t 0(z(zj, 2, ¢
e+(zj) =exp (il/Oé(Zj)) (g(p z,t) +0(z/ )) (z(zj il )) .
H(g(poo,:c,t)) 9(§(zj,x,t) + é(m/t))
P 1 1—|R]?
-exp(- / wzjzf+—./ log (— =3 wzjzf>,
peactesy By AT o 5 |52(z))l ) J( |
6.17
where 1
a(z;) = lim (= wppx — log (m(p) — z;) ). 6.18
)= Jim (5 [ o —lom ()~ ) (6.18)
Here a(zj) € R and wyp is real on C(z/t).
Proof. The first claim follows from the fact that
T(p*,z,t) =T(p,x,t) = T(p,z,t) for pe X\ C(x/t).
The second claim clearly follows from (6.13]) and (5.37). O

7



6. The Riemann-Hilbert problem in the oscillatory region

By Lemma one deduces that near the stationary phase points the jumps are

given by
2iv
. _ ") (., . F_—t¢
By = ! ( o Zj)) =fr© , PpE€Lj,
0 1
1 0
E:l = (ZS”(Z]') —2y r t¢ 3 p E le?
1 0 '
i) —_ /! . _Ziy 3 G L y 3
+ < ¢ (izj)(z _ z])> ret® 1 b 32
) 2iv
. _ "), Fe—to
hl = 1 < (2 zj)> Te . pelLl
0 1
where (cf. (6.10]))
et (z) (9" (z)\ ¥
and Lj1, Lj2, L}y, L;Q are defined as indicated in Figure 6l The error terms will
satisfy appropriate Holder estimates, that is
1B+ @0) = By@)| < Clz = 51° p=(2,4) € Cp, (6.21)

for any @ < 1 and similarly for the other matrices. Thus the assumptions of Theo-
rem [B.] are satisfied and we can conclude that the solution on W(Ec(zj)) is of the
form

M(z) =T+ T (% _ﬁ(t)> +O(t™) =

/2 \p(t) 0

. MO —a

=T+ P——E +O0(t™®), (6.22)
where
o 0 —6(t)>

My =i - , 6.23
0 9" () (ﬂ(t) 0 (0:29)
B(t) = \/;ei(ﬂ/4*arg(r)+arg(T(iV)))e*t¢>(2j)t*i'/7 (6.24)

and 1/2 < a < 1. Now we lift this solution in the complex plane back to the small
disc D on the Riemann-surface Ky by setting

M (z), pe D,
M(p) = (fl) (1)> M(2) <(1) (1)>’ p e D*. (6.25)
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6.2. The long-time asymptotics inside the oscillatory region

Thus we conclude that the solution on $¢(z;) is given by

1 M

C _ —« _
MEG) =T+ 40U, p= (24), (6.26)
and the one on Ec(z}‘) reads
~ 1 M,
C _ 0 —a _ _
M* (p) _H+t1/2,z—zj +0(t™%), p=I(z-). (6.27)

Then as in the proof of Theorem [6.1] we define

m3(p)MC(p)~', pe D,

m4(p) = m?’(p)MC(p)_l, p € D*, (6.28)
m3(p), else
and finally get
(1 1)M0 v (1 1)% U_% —a
m*(p) = (1 1)- TQE(ZJ) - TQ’_’(Zj) +O(t™)

i

= (1 1) B (ﬁ”(Zj)i

x (1B 7= () — 1695 () —iB0F"<(z) + B (=)

X

J
+ O™, (6.29)

where the Cauchy kernel Q%’p *(z;) is defined as in Appendix [Al namely by

A g g D
Q%,poo (2j) = Wppoo (25) + Z Z cre(2) / Wiy, 0Gk(25)- (6.30)

k=1 ¢=1 Poo
Since we need the asymptotic expansions around p,, we note

Lemma 6.4. We have
Q7= (25) = M(2))¢ + A5(2)¢ + O(¢P) (6.31)

for ¢ = 2712 being the local chart near pso and

g g
AT(25) = wp0(2) = D D ene(@)ag-1(20)Gil(z)), (6.32)
k=1 (=1
R 109
As(2)) = wpee (7)) = 5 SN ere@)(z)), (6.33)
k=1 (=1
where wy i, k= 0,1,..., is an Abelian differential of the second kind with a single pole

of order k+ 2 at q.
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6. The Riemann-Hilbert problem in the oscillatory region

Remark 6.5. The Abelian differential appearing in the previous lemma is explicitly
given by

R;E/Jil T R;g/ﬁrl(ﬁ) + %(W —v)+ Pyo- (m—v)?
Wp,0 = 2g+1 e dm, (6.34)

2(m — V)2R29+1

with Py o a polynomial of degree g — 1 which has to be determined from the normaliza-
tion. We will use the notation

g—1
Poo(z) = a;(0)2. (6.35)
=0

Concerning the Abelian differential w,_ o we refer to Lemma [T3  The differential
Wpeo,1 48 given by

RL/2

T 2g9+1 dm

+ Ppwvl) — (6.36)
f%g+1

wpooyl - <

where P, 1 15 a polynomial of degree g—1 which has to be determined by the vanishing
aj-periods as usual.

Proof. Note that using the local coordinate ¢ = z~1/2 near po, = (00, 00) we have (cf.

[Teschl07, Theorem 4.1])
g
Wppso = Z Ckwpoo,k‘*l = Wpee,06 + ‘Upoo,1<2 +0(¢%).
k=1

Moreover, we have
14 d CZ 3
Wi, 0 = wﬁg,o(C)‘CzoC + (d—<w9¢,0> ‘g:o? + 0O(¢?).

Thus we get the following expansion of Q%’p *(z;) for p near poo:

% 2
Q%ypoo (Z]) :wpom(]C + wpw71<
2

+ Zg: Zg: cre(D) [w%o(g) le_o¢ + (%wwp) (CZO%} C(z) +O(¢?)

k=1 (=1

g g
= |:wpoo,0 + Z Z cre(P)wo,0(C) ‘CZOCk(Zj)] ¢

=
Il
—
~
Il
—
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6.2. The long-time asymptotics inside the oscillatory region

and therefore

g g
Al (2j) = wpw,0(25) + Z Z cke(2)wi, 0 C){CZOCIC(Z]')’ (6.37)
A k;l Z;l o
A5(2) = w1 () + DY cre(L)5 <d—Cwﬁzvo) L:OCk(Zj)- (6.38)
k=1 (=1

For the purpose of deriving explicit expressions for w,;bo(g)\czo and (dcw% |C o We
have to expand the Abelian differential wy, o near { = 0:

Rééil(fz) + R;_{;il(’)) + 21;;9/%11 (C Z—v)+ P (T2 —v)? »
ws0() = 2C = VPR () e
~( 1 Ry (9) N
2= v T A (1= 35, BC? + O(C)
R2g+1(V)

+ 1/2 —29—3 2 1 : . —+
Oég 1(ﬁ)< 29+2+O(C729+4) o )
TacEI(- 4T E')C2+O(§4)))( 2077)d¢ =

=(~ ¢+ 2+ 0(C) ~ PRI D)1+ (5 (X By + )¢+ 0(¢Y)

J

- RQ%”C% F (B + 0 +0(ch)
2g+1( ) j

_ (22 (agfl(ﬁ)C_Qg“ + O(C—Qg+4)) (1 + %(Z Ej)CQ + O(<4))>dC

and thus for g > 1 we get
wp,0(C) = —ag_1 (D) — ¢+ O((?). (6.39)

This expansion is only valid for the case g > 1, in the case g = 0 we do not need the
expansion of the Abelian differential w; ¢, since the sums in (637) and (638]) vanish
anyway. Finally, we deduce

d
"‘J%O(C){g:o = —ag-1(P), (d—cwﬁe,o) ‘C:O = -

and we indeed derive the claimed formulas for A%(zj) and Ag(zj) O

Note that the following relations are valid

Wpao 0(25) = —wp.o0(2)),

\ (6.40)
Wpeo 1(27) + wpg 1(25) = =1,
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6. The Riemann-Hilbert problem in the oscillatory region

and
() = —cpe(D), Ck(2]) = —Ck(z))- (6.41)
Moreover, the coefficients «;(?), j = 0,...,9 — 1 of the polynomial P,  fulfill the

relation
a; (") = —a;(D), j=0,...,9—1 (6.42)

This can be checked easily in the following way: the coefficients o;(?), j =0,...,9—1
are determined by the normalization of the Abelian differential wy g, i.e.

/Wﬁ70:0, 7=0,...,9—-1
aj

That means

1/2 ,a Ryg11(v)
Ezjt1 R29+1(V)+m( _V) 0
OZ/wf/,o:Z/ J i dz+/ 1}2 dm,
aj Eaj 2(z = v)*Ryg aj 285074
=:c;(P)
and thus
Pyo X
/ 11//2 drm = —cj(V),
aj 2Ra044
Pyo L
ﬁdﬂ == (@)
2Ry5 1 k=1
Since we have ¢;(0*) = —c¢;(?) it follows Py« g = —P; 9, that is, the coefficients of the

polynomial indeed have to fulfill (6.42]).

Finally, the next two theorems, i.e., Theorem[6.6land Theorem[6.7] establish the long-
time asymptotic behavior of the perturbed solution V' (x,t) in the oscillatory region.
More precisely, in this region of the (z,t)-plane the perturbed KdV solution V' (z,t)
approaches a modulated solution with a decay rate of O(t~1/2).

Theorem 6.6. Assume

+oo

/ (1 + |27V (2, 1) = Vy(z,t)])dz < . (6.43)
and let D; be the sector Dj = {(z,t) : zj(z/t) € [Eaj + ¢, Eyjy1 — €]} for some e > 0.
Then the asymptotic is given by

i

¢ (25)t

for any 1/2 < o < 1 uniformly in D; ast — oo. Here

+oo N
[ v vy =4 Re(B(z, ) AX(z) + O(t), (6.44)

9" (%) _ Hizo,k#('zj — 2)

1/2
! Rz§+1(2j)

>0 (6.45)
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6.2. The long-time asymptotics inside the oscillatory region

(where ¢(p,x/t) is the phase function defined in (4.47) and R;éil(z) the square Toot
of the underlying Riemann surface Kg4),

AY(z) = wpa0(z) = Y ché ) og—1(00)Ck(25), (6.46)

with wp_ o an Abelian differential of the second kind with a second order pole at poo

(c¢f. Lemma[F3), cpe(0(x,t)) some constants defined in (A.0),
ﬁ(.%',t) :\/;ei(w/él—arg R(zj5))+arg(T'(iv))+2va(z; )( (Z])) —t(b(Zj)t—iV.
i

L 0(2(2,0,0))  0(a(z, 1) +(x/t)
el 20 3 Bef) 905,00

1—|R? >
-exp | — Wy, 2* log | ————5 |wz, »*
( > / i 7 /C(x/t) g(l—\R(zj)P) g

pr<C(z/t)
(6.47)
where I'(z) is the gamma function,
1
V=0 log (1 — |R(2)*) >0, (6.48)
and a(z;) is a constant defined in (6.18).
Proof. The asymptotics can be read off by using
L 0
m(p) = m*(p) (T(”O’x’” 1 ) (6.49)
T(p,x,t)

for p near p, and comparing with (£53)). From that one deduces
ma(p) Zm‘z‘(p)T(p)_1 =

iBAZ(2%)) — Ty (x —ay) L L1
731 (9ME () —TOAT(ED)) = T 1) + O ) =+ OGT),

where we have used (629), (631) and (2.39). Comparing this asymptotic expansion
with (453) yields

—+00 i
(V = Vo) (y)dy
/z ! ¢"(2)t
Invoking (6.40), (6:41)) and (6.42) one gets

AV () = =AY (%),

AT (2) = A{(2),

S

(BAT(z)) — BAY(2))) + 2T (x, 8) + O(¢™).

(6.50)
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6. The Riemann-Hilbert problem in the oscillatory region

and therefore

/OO(V —V)(y, t)dy =4 Re(B(z, t))A%(x, t) + 2iTy(x,t) + O(t™). (6.51)

i
¢"(2)t
Finally, using the definition of the limiting solution (B.93]) proves the claim. Note that
one obtains the same result if one compares the expressions for the component mq. [

Theorem 6.7. Assume (643) and let D; be the sector D; = {(x,t) : zj(z/t) €
[E9j + ¢, Eyji1 — €]} for some € > 0. Then the asymptotic is given by

. 9 9
(V= Vi) t) = 4y |y [1m (8, 0)) = Re((, ) ) 20D enl@lz)] +0(7)
J =1/=1

(6.52)
for any 1/2 < o < 1 uniformly in D ast — oo. Here
1" g 2 —
(%) _ [T O’f;’;]( iz (6.53)
! R2g+1( )
(where ¢(p,x/t) is the phase function defined in (4.47) and R;éil(z) the square Toot

of the underlying Riemann surface Kg), cpe(2(x,t)) some constants defined in (A.8),
ﬁ(m,t) :\/;ei(w/zlfarg( (z5))+arg(T(iv))+2va(z;) ) (gb//(z])) *td)(zj)t*il/.

. 0(z(zj,0,0)) 0(z(2},2,t) + d(z/1)) .
0(2(zj,x,t) + 8(z/t)) H(z(z* 0,0))

(= E [ e [ () )

pr<((z/t)
(6.54)
where T'(z) is the gamma function,
1
v=—_log (1—|R(%)]?) >0, (6.55)
and o(zj) is a constant defined in (G18).
Proof. From Lemma [B.17] we have
1
mip-mg=1+(V — quﬂ:,t)% +o(z7h). (6.56)

On the other hand the following expansion is also valid
my - my =mi-ms3-T(p*,z,t)"L - T(p,x,t)"t =
—(1 i .BAQ* ) ’6A2* * -BAQ * '6A2 ) 1
T & ()t (1 5 (2) —1BA3 (Zg)) + (1 5(77) —1i 2(21)) Z)

. (1+ (Z(,uj —l/j))é +> —f—O(tia), (6.57)

J
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6.2. The long-time asymptotics inside the oscillatory region

where we made use of (cf. Lemma [5.0])

g
* i
T(p ,x,t)T(p,x,t) = H Z——I/J
=0 !

Comparing the two expressions (6.56]) and (G.57) we conclude

V=V t) = =2 |G |(BAF () — 1885 () + (BA5(=)) - 18A5 (=)
+2> (n—vy) + Ot
J
(V=V))(z,t) = —2 ,,; [(iBAg*(zj)—iBAg*(zj))—i—(iBAg(z;‘)—iﬁAg(zj))} Lo,
¢ (z)t

where we have used the representations

29 g
V;](x’t) = ZEJ - 2zuj(x7t)7
§=0 §=0

29 g
Vilw,t) => E; —2> vj(,t).
j=0 j=0

Hence inserting the expression for Ag(zj) and using (6.40) and (6.41]) we can compute

(V - W)(x’t) =-2

" (z5)t k=1 =1
. g 9
i . . a
= 4y ey [1m) ~ Rel3) 323 eue@)6u()] + O,
which completes the proof. O
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7. Analytic Approximation

This chapter is based on [Grunert09, Section 6] and [Kriiger09h, Section 6] but will
be quite more general in the sense that it concerns Riemann-Hilbert factorization
deformations on a Riemann surface rather than in the complex plane.

Here we want to present the necessary changes in the case where the reflection
coefficient does not have an analytic extension in those regions of the Riemann surface
where the parts of the jump matrices are shifted to. The idea is to use an analytic
approximation and to split the reflection coefficient in an analytic part plus a small
rest. The analytic part will be moved to regions of the Riemann surface while the rest
remains on ¥ = 7 (o (H,)). This needs to be done in such a way that the rest is
of O(t~') and the growth of the analytic part can be controlled by the decay of the
phase.

We will use a splitting based on the following Fourier transform of the reflection

coefficient
—+o00

R(p) = F(x)q(p, 2, 0)dz, (7.1)

—0o0
where 94(p, x,t) denotes the time-dependent Baker—Akhiezer function and F(x) =
Fi n(2,0,0) with

ilT9_ (w(p) — 1
Frnle..0) = 5 . BRI, 0.0 QR(/ip )(p) Dir) (72

the reflection coefficient part of the Marchenko kernel (cf. [Egorova09d, eq. (3.3)]). If
we make use of ([43]) the above expression for R(p) is equal to

+o0
R(p) = F(z)04(p, x,0) exp (ixk(p))dac. (7.3)
Our decay assumption (£.2)) implies F(x) € L'(R) and the estimate (cf. [BoutetdeMonvelOS,

Lemma 4.2])
400

[F(2)] < C(l‘)/ [(V = Vo) (r, 0)|dr, (7.4)

x/2

where ¢(z) is a continuous function that decreases monotonically as z — oo, implies
2 F(z) € LY(0,00).

Lemma 7.1. Suppose F € L'(R), 2'F(z) € L*(0,00) and let 3 > 0 be given. Then
we can split the reflection coefficient according to

R(p) = Rat(p) + Rrt(p),
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7. Analytic Approximation

such that Rq+(p) is analytic for in the region 0 < Im(k(p)) < e and

Rasp)e™| = O™, 0 < m(k(p)) < <. (75)
|R.+(p)| = O(t™"), peX. (7.6)

Proof. We choose

Rostr) = [ O;t) F(@)0,(p,.0) exp (izk(p))dz

with K(t) = %t for some positive Gy < . Then, for 0 < Im(k(p)) < ¢,

‘R“’t(k)e_ﬁt‘ = Ce_ﬁt/ K(#) |F ()™ ™ FPDT dy

< Ce el V2| F||y = ||F||ye~ =),

which proves the first claim. Similarly, for p € ¥,

* gl|F(z)| 2! F ()| 10,00) _ C
< S < ) 2
|Rr,t(k)| <C K@) 2l de < C K(t)l =
O
We choose
B — minpeck _Re(k(p)) > 07 W(p) > C(.%',t), (7 7)
mianCk Re(k(p)) > 0’ W(p) < C(x’t)' .

Before we can split the jump matrices by and By defined in (5.67) and (5.68), re-
spectively, by splitting the reflection coeflicient according to Lemma [Tl we make the
following observation.

The matrices B have at first sight more complicated off diagonal entries than the
matrices b, but a closer look shows that they have indeed the same form. To remedy
this we will rewrite By in terms of the left rather than the right scattering data. For
this purpose let us use the notation R,(p) = R4 (p) for the right and R;(p) = R_(p)
for the left reflection coefficient. Moreover, let T,.(p,x,t) = T(p,z,t) be the right and
Ti(p,z,t) = T(p)/T,(p, z,t) be the left partial transmission coefficient.

With this notation we have

J2(p) = {B:(p)f-i:(ﬁ)a m(p) > ((z/1), (7.8)
B_(p)7'By(p),  7(p) <¢(z/t),
where
- 1 BN R, ()0 (p)e 0 ! °
=l T T\ s g o)) 1)
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and

. 1 0
B_ <_Tr,(p*,w,t) Rr(p)O(p) .t ¢(p) 1> '
Tr,—(ps,t)  |T(p)I?

| _Tsat) Re(p" >@(p*)em<p>>

By Ty (p5zt)  |T(p)P
1

I
~—
o

Using (£22)) we can write

8 1 0 . 1 Aked p )0 (p*)ete®)
— * — T ( » L t)
b <%(§) Z Ri(p)O(p)e ) 1) P <0 v 1 '

If we split now Ry(p ) Raﬂg( ) + Rr+(p) according to Lemma [Tl we obtain

(p) (P)br,t,i(l)) = Br,t,i(p)l;a,t,i(p)a

(p) ( )Br,t,:l:(p) = Br,t,:l:(p)Ba,t,:l:(p)-
Here Ba,t,i(p)J l;r,ti(p) (resp. Ba,t,i(?), Br,ti(p)) denote the matrices obtained from
b+(p) (resp. B+(p)) by replacing R, (p) (resp. R;(p)) with R, +(p), R;+(p), respectively.

Now we can move the analytic parts into regions of the Riemann surface as in Sec-
tion [.4] while leaving the rest on ¥. Hence, rather than (5.87), the jump now reads

(

ba.t.+ (p), p € Ck,  w(p) > ((z/t),
a,t,f(p) 11 p € C*’l W(p) > C(Cﬂ/t),
30\ _ r,t,—(p) Y14 (p),  pemH((C(x/t), +00)),
FO =Y 5w, peCi mlp) < C()t) 79
at,f(p) p€Cy, m(p) <((z/t),
r,t,f( ) r,t,Jr(p)’ pe 7'('_1(—00, C(x/t)))

By construction we have 4(k) = I+ O(t™") on the whole contour and the rest follows
as in Chapter Bl

In the oscillatory region we need to take the small vicinities of the stationary phase
points into account. Since the phase is cubic near these points, we cannot use it to
dominate the exponential growth of the analytic part away from the unit circle. Hence
we will take the phase as a new variable and use the Fourier transform with respect
to this new variable. Since this change of coordinates is singular near the stationary
phase points, there is a price we have to pay, namely, requiring additional smoothness

for R(p). We begin with
Lemma 7.2. Suppose R(p) € C5(X). Then we can split R(p) according to

R(p) = Ro(p) + (7(p) — m(25))H(p),  p€XNDj, (7.10)

where Ro(p) is a real rational function on Ky such that H(p) vanishes at zj, 2 of order
three and has a Fourier transform

= / H(x)e™P)dy, (7.11)
R
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7. Analytic Approximation

with xH(x) integrable. Here ¢ denotes the phase defined in ([@AT).

Proof. We begin by choosing a rational function Ry(p) = a(z) + b(z)R%il(p) such
that a(z), b(z) are real-valued polynomials which are chosen such that a(z) matches

the values of Re(R(p)) and its first four derivatives at z; and iflb(z)Régil(p) matches
the values of Im(R(p)) and its first four derivatives at z;. Since R(p) is C° we infer
that H(p) € C*(X) and it vanishes together with its first three derivatives at z;, z;.
Note that ¢(p)/i, where ¢ is defined in (£.47) has a maximum at z; and a minimum
at zj. Thus the phase ¢(p)/i restricted to ¥ N D;; gives a one to one coordinate
transform ¥ N Dj1 — [¢(25)/1,¢(2])/i] and we can hence express H(p) in this new
coordinate (setting it equal to zero outside this interval). The coordinate transform
locally looks like a cube root near z; and 27, however, due to our assumption that H
vanishes there, H is still C? in this new coordinate and the Fourier transform with

respect to this new coordinates exists and has the required properties. O
Moreover, as in Lemma [7.1] we obtain:

Lemma 7.3. Let H(p) be as in the previous lemma. Then we can split H(p) according
to H(p) = Hat(p) + Hy1(p) such that H,i(p) is analytic in the region Re(p(p)) < 0
and

| Hat(p)e?™"?| = O(1), Re(é(p)) < 0,Im(k(p)) <0, [Hrs(p)| =O(t"), p E(E- |
7.12

Proof. We choose H,+(p) = ffoK(t) H(x)e™®)dz with K(t) = t/2. Then we can con-
clude as in Lemma [T.T}

| Ha(p)e?PY2] < ||H () |1 [ KOOI < | H (2) 1 < const

and

—K(t) —K(t)

N 1
|H (z)|dx < const / —dx < const

1
< const—.
x? t

H,o(p)] < /

—00 —00

K(t)3/2
[l

By construction R, :(p) = Ro(p) + (7(p) — m(zj))Ha(p) will satisfy the required
Lipschitz estimate in a vicinity of the stationary phase points (uniformly in ¢) and all
jumps will be T+ O(t~!). The remaining parts of ¥ can be handled analogously and
hence we can proceed as in Section
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8. Summary

In the thesis at hand we studied the Korteweg—de Vries (KdV) equation
Vi(z,t) = 6V (z,t)Vy(z,t) — Vage(2,t), (x,t) € R xR,

This equation can be considered to be one of the prototype equations in soliton theory.
The KdV equation is a completely integrable nonlinear wave equation. Special solu-
tions of this equation are solitary waves (solitons), i.e., waves traveling at a constant
speed and not changing their shape for all times.

Completely integrable nonlinear partial differential equations of the soliton-type have
so-called algebro-geometric solutions. Solutions belonging to this huge class can be de-
rived by means of algebraic geometry (especially using the theory of compact Riemann
surfaces) and can be explicitly written down in terms of Riemann theta functions.
Due to the quasi-periodic property of such functions (see equation ([B.13])) these solu-
tions are often called quasi-periodic. In particular, this class of solutions contains all
soliton-like solutions.

The goal of this thesis was to investigate the long-time asymptotics of KdV solutions
V' which are short-range perturbations of such quasi-periodic KdV solutions V.

The long-time behavior of solutions in the classical (free) case is well-understood. In
this case the background V; is constant and the “perturbed” solution V' is a rapidly
decaying classical KdV solution, which, e.g., can be derived by the inverse scattering
method. In the long-time limit the classical solution V' shows the following behavior:

(i) in the so-called soliton region of the (x,t¢)-plane the classical KdV solution V'
splits up into a number of solitons travelling on the constant background, which
are generated by the discrete spectrum of the corresponding Lax operator.

(ii) In the oscillatory region of the (x,t)-plane there can be observed an oscillating
part emerging from the continuous spectrum of the Lax operator, which decays
exponentially with time and in the limit approaches the constant background.

As already mentioned above, in this thesis we studied the quasi-periodic background
case. Let g be the genus of the hyperelliptic curve associated with the unperturbed
background solution V;. Then the continuous spectrum of the Lax operator H, =
d?/dx? + V4 consists of g + 1 spectral bands. The eigenvalues of the Lax operator
lie in the spectral gaps. We were able to derive the following long-time asymptotic
behavior of KdV solutions V' that can be considered short-range perturbations of the
quasi-periodic background solution V;:
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8. Summary

(i) in the soliton region of the (z,t)-plane, which consists of g+1 areas (corresponding
to the spectral gaps), the perturbed solution V splits up into a number of solitons,
each of them corresponding to one eigenvalue. For large times these solitons do
not travel on the quasi-periodic background V; but on a modulated KdV solution
(cf. Definition [£.5)). The exact result is given by Theorem [(.I8]

(ii) In the oscillatory region of the (z,t)-plane, which consists of g + 1 areas (corre-
sponding to the spectral bands), the perturbed solution V' does not approach the
quasi-periodic solution V; but again the so-called limiting KdV solution with a
decay rate of O(t~1/2). For the explicit asymptotic term we refer to Theorem [6.71

This result turned out to be quite surprising given that — taking the classical result
concerning the free case into account — one may have expected that in the quasi-periodic
case the perturbed solution V' asymptotically approaches the background solution V.
Nevertheless, the quasi-periodic case studied in this thesis is the more general one
which contains the classical case (choose g = 0).

The method which was used to derive this long-time asymptotics relies on the fact
that the inverse spectral problem can be equivalently formulated as a Riemann—Hilbert
factorization problem (RHP) defined on the underlying hyperelliptic curve. Then one
can use the nonlinear steepest descent method for oscillatory RHP, which can be consid-
ered an analogue to the stationary phase method to approximate oscillating integrals.
In that way the RHP with a jump on the spectral bands can be reduced to a local
RHP which has a jump on a small cross centered at a stationary phase point lying in
a spectral band. The advantage is that the localized RHP can be explicitly solved,
which enables one to derive the explicit asymptotic terms.
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A. Singular integral equations

In this appendix, which is based on [KamvissisO7h, Chapter 5] and [Kriiger09d, Ap-
pendix A] we will show how to transform a meromorphic Riemann—Hilbert problem
with simple poles at p, p* of the form

my(p) =m_(p)J(p), PpPEX,
(m1) 2 —Dpz,ty- — Dp, (m2) 2 —Dja,t) — Dy~

QiR%?ﬂ (p) Y Yqe(p; 2, 1)
<m1(p) + z:1(p — Mk‘) 7T(p) _ p¢q(p*,$,t)m ( )>

( ARY2 () v elprt)
Lo1(p— pw) T(p) — pabg(p*, x,t)

m(p*) = m(p) (? (1)>
m(pso) = (1 1),

v

—Djy(x,t)+» near p,

(A1)

m1(p) + mz(P)> > _Dﬁ(r,t% near p*,

into a singular integral equation. Since we require the symmetry condition we need to
adapt the Cauchy kernel such that the symmetry is indeed preserved.

Moreover, we keep the single soliton as an inhomogeneous term, which will play the
role of the leading asymptotics in our applications.

For notational simplicity we will abbreviate LP(X) = LP(X,C2*?2).

Hypothesis H. A.1. Let X consist of a finite number of smooth oriented curves in
K4 which intersect at most finitely many times with all intersections being transversal.
Assume that the contour is invariant under p — p*. It is oriented such that under
the mapping p — p* sequences converging from the positive side to ¥ are mapped to
sequences converging to the negative side. Moreover, suppose the jump matriz J is
continuous and can be factorized according to J = b= by = (I —w_)" (I +w,), where
wy = £(by — 1) are continuous and satisfy

wsr) = (1 §)ws) (] o) ves (a2

In order to respect the symmetry condition we will restrict our attention to the set
L3(X) of square integrable functions f : ¥ — C? such that

10 =169 (] o)- (A3)
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A. Singular integral equations

Clearly this will only be possible if we require our jump data to be symmetric as well
(i.e., Hypothesis [A 1] holds).

In [Beals84] it is shown that the solution of a Riemann-Hilbert problem in the
complex plane can be reduced to the solution of a singular integral equation. Since in
our case the underlying space is not the complex plane but the Riemann surface K,
defined in Chapter 2] we have to generalize the Cauchy kernel appropriately.

We follow the construction from |[Rodin88, Sec. 4]. Allowing poles at the nonspecial
divisor D; the corresponding Cauchy kernel is given by

ng),p = Wwpp + Z I]M(P)Cja (A4)

where .
N D
) =3 i) / - (A5)
)

Here wy, 0 is the (normalized) Abelian differential of the second kind with a second

order pole at fiy. Thus Ijﬁ’p(p) has first order poles at the points . By w,, we denote
the Abelian differential of the third kind with simple poles at p and p (cf. Remark [5.4]).

The constants cje(j1) are chosen such that Qzﬁ,’p is single valued. That is,
a,p a J
/ dI;" = Zcﬂ/ Wie,0 Zcﬂnk fie) = Gk, (A.6)
b =1 b, /=1

where ( = ni(2)dz is the chart expression in a local chart near fiy (here the by periods
are evaluated using the usual bilinear relations, see [Farkas92, Sect. IT1.3] or [Teschl00,
Sect. A.2]). That the matrix ng(f¢) is indeed invertible can be seen as follows: If
> mk(fue)er, =0 for 1 < ¢ < g, then the divisor of ¢ = >°7_, ¢x(y satisfies (¢) > Dy
But since we assumed the divisor D; to be nonspecial, i(D;) = 0, we have ¢ = 0
implying ¢ = 0.

We will always assume that D; does not hit our contour .

A.1. The Cauchy operator and its properties

Define the following generalized Cauchy operator
p ’ p & E A
( 2 1 / p b 9 ( 7)

for a vector valued function f : ¥ — C2. The generalized Cauchy kernel Qg’p is given

by
[L*,p*
e [y 0
Qp - < 0 Q£7p> ’ (A8)
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A.1. The Cauchy operator and its properties

where Qg’p is the Cauchy kernel given by (A.4]). In the case where no poles are present

we set
R QQ* yPoo 0
QY = p - . A9
22p ( 0 Q]l;,Poo> ( )

Invoking Remark 5.4l Remark and the property c;¢(f1*) = —c;je(j1) one gets the

symmetry property
[Ny 0 1\  ar 01
2= (1 o) 2@ () ) (A.10)

Furthermore, we define the operators

(Cif)(g) = lim_(Cf)(p), (A.11)

p—qEL

where the subscript denotes the non-tangential boundary limit from I1; or II_, respec-
tively.

Theorem A.2. Assume Hypothesis[A 1l The operators Cy : L2(X) — L2(X) defined
in (A11) are bounded. The bound can be chosen independent of the divisor as long
as it stays some finite distance away from X. Moreover, the operators Cy satisfy the
Plemelj formulae

(C+ ) = (C-flg) =

A.12
(C4Pla) + (C- ][ roi, (12
where § denotes the principal value integral, and
CHE)=0 %), (CHlp)=(x 0). (A.13)
Furthermore, C restricts to L2(X), that is
e =ene (7 ). peras (A1)

for f € LA(X). If wy satisfy (A3), we also have

Ca(fur)07) = Cxiws)) (§ o). ver. (A15)

Proof. In a chart z = z(p) near qo € %, the differential Q" = (=L @ T 0O(1))dz
and hence the first part follows as in the Cauchy case on the complex plane (cf.
[Muskhelishvili53]) using a partition of unity. By the definition of the Cauchy op-
erator one can easily check that the property (AI3) is fulfilled. Moreover, invoking
(A.2)) and (A.IQ) one can verify by a straightforward calculation that (A.14]) and (A.13])
also hold. O
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A. Singular integral equations

A.2. The connection between singular integral equations and
Riemann—Hilbert problems

Let the operator Cy, : L2(X) — L2(X) be defined by
Cuwf = C4(fw-) + C-(fwy) (A.16)
for a vector valued f € L2(X), where
wy =by —1 and w_=01-b_. (A.17)

From Lemma [£TT] we have that the solution corresponding to the jump J =1 is given

by

mo(p) = (f(p*,:v,t) f(p,x,t)) , fp,z,t) = %’

Yy wq(pa$at)W(x,t)(¢q(paxat)a¢q(paxat)).

Yy (D2, T) = Yg(p,x,t) +
Q’Y( ) q( ) z2—p cq,y(p,m,t)

The divisor of f satisfies (f) > —Djs — Dp+. Since we assumed Dy to stay away from

¥, we have mg € L?(X). The next theorem shows how one can transform a Riemann-
Hilbert problem like (A.1l) into a singular integral equation and vice versa.

Theorem A.3. Assume Hypothesis [A. .
Suppose m. solves the Riemann—Hilbert problem (A.1l). Then

m(p) = (1 — co)mo(p) + = /E u(s)(wi (s) + w ()27, (A.18)

27

where

1 ~
p=mybt =m_b_t and co= (—/ p(s)(wg(s) + w_(s))Q;;;f) .
2mi ) 1

Here (m); denotes the j’th component of the vector m. Furthermore, p solves

(I = Cw)pu(p) = (1 = co)mo(p)- (A.19)

Conversely, suppose fi solves

(I = Cw)ia(p) = mo(p), (A.20)

and
1

& = (— [ i)+ m(s))@%gf)l 41

27

then m defined via (A18), with (1 — co) = (1 — o)~ and p = (1 — &) 'fi, solves the
Riemann—Hilbert problem (A1) and p = mibi'.
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A.2. Singular integral equations and Riemann—Hilbert problems

Proof. First note that by (AI5) (I — C,) satisfies the symmetry condition and hence
so do (I — Cy) " tmg and m.

So if m solves (A.J]) and we set p = m+b;1 = m_b_", then m satisfies the following
additive jump

my —m_ =m_(b-"by —T) =m_b-(by —b_) = pu((by = 1) + (T —b_))
= p(wy +w-).

Now define 7 by the right hand side of (A.18)), then one can show that m satisfies the
same additive jump as m:

my —m_ = (1—co)(mo4 —mo-) + (Cy — C_)(pwy) + (C4 — C_)(pw-)
= p(wy +w-).

Here we made use of (A.12)) and the fact that my is the solution to the Riemann—Hilbert
problem with jump J =T and thus mgo 4+ = mq .

The uniqueness result Theorem yields m — m = amg for some a € C. By the
normalization of m and m at p, we finally get that a = 0, that is m = m.

It is left to show that u = mib;1 solves the singular integral equation (AJ9]). For
that purpose note that if m is given by (A.I8]), making use of the Plemelj formulae

(A.12)) yields

my = (1 —co)mo + Ca(pw-) + C(pws)
= (1 —co)mo + Cx(pw-) + Cx(pw4) + Cx (pws) — Cx(pw)
(1 —co)mo + Cp(p) £ pws
= (L —=co)mo — (I = Cu)p + p(l + wy)
( )

mo — (]I — Cw),u + pbi.
So by the definition of p we have my = pby and hence
pbe = (1 —co)mo — (I — Cu)p + pb,

which shows that (1 — ¢g)mg — (I — Cy)p = 0, that means p indeed solves (A19)).
Conversely, suppose [i solves the singular integral equation (A20). Let m be defined
via [(AIR) with (1 —co) = (1 — &)~ ! and p = (1 — &) 'fi, then using the same
calculation as above implies
me = (1= &) 'mo— (1= Cu)(1 = &) i+ (1—é) " ibs
= (1 =) 'mo— (1 =) 'mo + (1 - ) ' fib+ = b,
which shows that m defined via (AI8]) solves the Riemann-Hilbert problem (AJ). O

In the oscillatory region, that is in the case vy = 0, we have mg(p) = (1 1). Choosing
P = Poo Such that ¢y = ¢y = 0 yields the following Corollary:
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A. Singular integral equations

Corollary A.4. Assume Hypothesis [A 1.
Suppose m solves the Riemann—Hilbert problem (A1) with v =0. Then

1

m(p) =T+ 5= | () (s) +w ()2, (A:21)
i Js

where the Cauchy kernel Q% is defined as in (A9) and
0= m+bI_1 =m_b L.

Furthermore, u solves
(I—-Cyp)p=1 (A.22)

Conversely, suppose [i solves (A.23) then m defined by the integral formula (A21))
solves the Riemann—Hilbert problem (A.1]).

Hence we have a formula for the solution of our Riemann—Hilbert problem m(p)
in terms of (I — Cy) 'mo(p) and thus we have to consider the question of bounded
invertibility of the operator I — Cy,. This will follow from Fredholm theory (cf. e.g.
[Zhou89]) as the next section shows.

A.3. An existence and uniqueness result for symmetric
Riemann—Hilbert problems on a Riemann surface

The aim of this section is to prove a result that guarantees existence and uniqueness for
symmetric Riemann—Hilbert factorization problems, which are set on an hyperelliptic
curve with real branch cuts. We will use the same idea as presented in [KamvissisQ7h,
Appendix A], whereas our result will be slightly more general since it includes the case
where solitons are present.

Lemma A.5. Assume Hypothesis [A]l.
The operator 1 — Cy, is Fredholm of index zero,

ind(I — C,) = 0. (A.23)
Proof. Since one can easily check
[-Cp)(I—=C_yp) =I—=C_p)I—Cy) =1-T,, (A.24)
where
Tw=Ti4 +T4-+T -+ T,  Th05(f) = Coy [Cor(f0—g2)w—s,],

it suffices to check that the operators Ty, ., are compact (|Prossdorf78, Thm. 1.4.3)).
Indeed, suppose f, € L?(X) converges weakly to zero. Without loss of generality we
can assume f, to be continuous. We will show that || T, fy|/ 72 — O.
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A.3. An existence and uniqueness result for Riemann—Hilbert problems

Let us temporally assume that w is analytic in a neighborhood of . Then according
to the definition of C, we can slightly deform the contour ¥ to some contour Y4 close
to 3, on the left, and have, by Cauchy’s theorem,

T ule) =g [ (O (s (905"

"2
Note that (C(frw—_)w_)(p) — 0 as n — oo and
[(C(frw-)w-)(p)| < const || fnl| L2 [w-|[L < const.

Thus, using the dominated convergence theorem yields || 7+ fn|/2 — 0 as desired.

Consider the operator I—eC,, = 1—C;,, for 0 < e < 1. As is shown in [Prossdorf78,
Thm. 1.3.8] ind(I — eC,,) is continuous with respect to &, but since it is an integer, it
has to be constant, that is

ind(I — Cy) = ind(I) = 0.

Moreover, in the case where w is not analytic one can take an analytic approximation
by using the partition of unity. O

By the Fredholm alternative we know that to show the bounded invertibility of the
operator I — C,, it suffices to check that ker(I — C,,) = 0. The latter is equivalent to
unique solvability of the corresponding vanishing Riemann—Hilbert problem.

We will consider the Riemann-Hilbert problem (A.I]) where the pole conditions are
now rewritten as mentioned in Remark 4.7 i.e.,

my(p) =m-_(p)J(p), PpPEX,
(my) > _Dﬂ(x,t)* - Dga (m2) = _Dg(:v,t) o DB*’

0 0
Res,, m(p) = pliﬂn/’)l. m(p) | 2Ry, (o)) o] = plij%. m(p)Jj,
! et (Pj—H) !
2iRy0% () (A.25)
Respem(p) = lim m(p) | © TH_i(e—m) | = lim m(p)J},
P—p; 0 0 e

m(p*) = m(p) (2 é) ;

m(peo) = (1 1) )

Let us, for notational convenience, abbreviate

(01
—\1 o)

and note that J; =oJjo.
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A. Singular integral equations

Theorem A.6 (Existence and uniqueness). Assume Hypothesis [A.1l. Consider the
Riemann—Hilbert problem (A.23), where X is an oriented contour, consisting of a union
of finitely many smooth arcs, which is symmetric under sheet exchange plus conjugation

(2 =%") such that

(i) Jp*) = J* @), for p € S\ 7 (o (H,)),

(ii) Re(J(p)) = 2(J(p) + J*(p)) is positive definite for p € 7 1(c(H,)),
(i11) Jjo + oJ; is purely imaginary, where the imaginary part is nonnegative,
(iv) J is analytic in a neighborhood of 3.

The divisor Dy (g ) s such that pj € [Eaj 1, Fay], j=1,...,9.

Then the Riemann—Hilbert problem (A.25) on Ky has a unique solution.

Note that the +-side of the contour is mapped to the —-side under sheet exchange.
In particular, the theorem holds if J = I, that is there is no jump, on 71 (o(H,)).

Proof. As mentioned above we have to show that ker(I — C,,) = 0. For that purpose
suppose that (I — Cy,)p = 0 holds for some u € L2(X). Next, set

m(p) = (Cw)()(p) for p € K\

One can then show that m(p) solves the Riemann-Hilbert problem (Al except for
the normalization condition which is now given by m(ps) = (0 0). That is, m(p)
solves the corresponding vanishing Riemann—Hilbert problem.

Next we want to apply Cauchy’s integral theorem to m(p)m*(p*). To handle the
poles of m we will multiply it by a meromorphic differential d? which has zeros at u
and p* and a simple pole at po, such that finally the differential m(p)m*(p*)d2(p) is
holoriorphic away from the contour.

More precisely, let

. H?:1(7T = 1)

dQ = 1—/2d7r (A.26)
R2g+1
and note that i(Hj(z — M))Rz_glﬁ(z) is a Herglotz function. That is, it has positive
imaginary part in the upper half-plane (and it is purely imaginary on o(H,)). Hence
m(p)m? (p)dQ(p) will be positive on 71 (a(H,)).
Next, consider the integral

Am@wwwmm (A.27)

where D is a *-invariant contour consisting of one small loop in every connected com-
ponent of ,\X. We will deform D to a *-invariant contour consisting of two parts,
one, say D, wrapping around the part of ¥ lying on I, and the + side of 71 (o(H,))
and the other being D_ = D .

100



A.3. An existence and uniqueness result for Riemann—Hilbert problems

For each component 3, of £\ 7~ 1(c(H,)) there are two contributions to the integral
on the deformed contour:

s ()i (5)d2p) = [ (o) ()i (7)),
pI 3y
[ i 0w = [ )@ 6)d0)
-, pI

Using condition (i) one sees that the two integrals cancel each other.
Taking this into account one gets

[ @ @om = [ @)+ ) o)

-/ i (p)(J(p) + J* (B (5)dXp) > 0, (A.28)
n=1(o(Hg))

where we have used condition (ii) to see that this integral is positive. On the other
hand by Cauchy’s residue theorem we have

N

[ oy @)a92p) = 3 (Resy )i (7) + Resysp)i” (7)) a o). (4.29)

j=1
Thus, our next aim will be to calculate the residues of m(p)m™* (p*)d€2(p). The function
m(p)dSQ2(p) has the following representations near the poles p; resp. P

m(p) = {

where A;, B;, C;, and D; are vectors. Since m(p) has to fulfill the symmetry condition

m(p") = m(p)o,

the following restrictions have to be satisfied:

Cj = AjO' and D]’ = BjO'. (A31)

((z pj) near pj, (A.30)

z—pj) near pj,

Moreover, the pole condition

Res,, m(p) = lim m(p)Jj,
P—pj
yields the conditions
Aj = Bij and Aij = O, (A.32)
which are indeed both fulfilled since in our case J jz = 0. Thus, we are ready to compute
the residue of m(p)m*(p*) at p;:

Res,, i (p)ii* (5*)dQ(p) = Res,, ((ZBijjj +B)) (% + (BjU)*)>dQ(p)
= Res,, ((ZBij Bj)(zjjfj - aB;))dQ(p)

= BjJ;oB} + BjoJ; B} = Bj(Jjo +0J})B},
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where J; = oJjo. The residue at p; can be computed similarly, but it also follows
easily by the symmetry condition

Resy=m(p)m” (p*)dQ(p) = lim (p — pj)m(p)m* (p")d<(p)

p—p;
= lim (p = pj)i(p)in (5°)d(p)
= Jim, (5" = py)n(p" )0 ()d2p)

= lim (p — pj)m(p)m* (p")dQ(p)

pP—pj

= Res,, m(p)im* (5*)dUp) = B;(Jjo + 0J})B;

We are now ready to compute the integral (A.29):
g
/ ()i (%)) = 4mi S Bj(Jjo + 0I5B <0, (A.33)
j=1

where we made use of condition (iii) to see that the integral is non-positive. Finally,
comparing (A28)) and (A33]) it follows that 7m = 0 and hence 1 = 0, which shows that
indeed ker(I — C,,) = 0.

To prove uniqueness, suppose there were two solutions. Their difference would satisfy
the same jump and would vanish at po,. Using the above argument for m we see that
the difference would have to vanish everywhere.

O

We are interested in comparing two Riemann—Hilbert problems associated with re-
spective jumps wg and w with ||w — wpl|ec and [|w — wyl|, small, where

[wlloo = llwy Lo () + llw- Lo (s)- (A.34)

and
lewlly = sl + -l 2 (A.35)

For such a situation we have the following result:
Theorem A.7. Assume that for some data w the operator

I—Cyy : L2(%) — L3 (%) (A.36)

has a bounded inverse, where the bound is independent of t, and let p = (o, 7' = 4.
Furthermore, assume w' satisfies

[w' — wh|lee < a(t) and |jw’ — wpl|, < ) (A.37)

for some function a(t) — 0 ast — oo. Then (I — Cyi)~t: LX) — L2(X) also ewists
for sufficiently large t and the associated solutions of the Riemann—Hilbert problems

(A1) only differ by O(a(t)).
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Proof. By the boundedness of the Cauchy transform we conclude

1(Cut = Cou)(Hll2 = IC+(f (! —wi ) + C=(f (wh —wh )2

< CHf||L2(Z) Hwt - wéHOO
and thus by (A.37)) we obtain
[Cut — Cutll 22y~ 12(2) = Oa(t)).
Hence by the second resolvent identity, we infer that (I — C,:)~! exists for large ¢ and
I = Cug) ™ = (1= Co) Mlpa(sy -2y = Olalt).
Next, observe that since u solves (A.I9]) we get
p' =y = (T= Cot) 1 (1 = co)mo(k) — (T = Cye )~ (1 = co)mo(k) € L3 (%)
and can therefore compute

(I=Cyp) ™ = (T = Cy) (1 = co)mo (k)| 2z

I = poll 22y = |l
1T~ Coug) ™ = (L= Copt) " Mlzz(m)— 222 (L = co)mo (k)| 2

This now implies that for p € I,\X

|m (k) —mg (k)| =

2ri /2 () (W' (5) + W (5)) — () (w4 () + 1w, ()92

/2 () (why + ! (s) — (wh, (5) + wh_(5))) 25"

1 f1.p
+ g | L0106) = (o)) b (5)+ wh ()05
<l ey 0 = whlla + el ey o = o

+ellp' = pollrzs) lwpllo = O(a(t)).

Here pl, denotes the L part of u! and similarly uf denotes the L? part of .
Now we want to investigate the case p € ¥. Since by definition wy = I + wy we
have

w' —wh = (b4 — by 1) + (0L — bf, )

and hence

6 — 06,212 < [lw' — w2 = O(a(t)),
6% = B +lloc < " = willeo = O(a(t)).
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A. Singular integral equations

Thus we can conclude

Im (k) = mg 1. (k) 2 (s

:Hﬂtbt —Mébé,iHL?(z)

<l bl + pbl — pbbl — nobo 1 L2(x)

<lp' = w2 [ lloo + 11426, 00 | oo (2 10 — 06 4 I2
+ (|16 00l 22 () 1% — b5 1o = O((t)),

where similarly as above Mg,oo denotes the L part of uf and ,u672 denotes the L? part

of pf.
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B. The Riemann-Hilbert problem on a
small cross

This chapter is taken from Kriiger and Teschl [Kriiger09h, Appendix A]. It is devoted
to solving the Riemann—Hilbert problem on a small cross.
Introduce the cross ¥ = %1 U--- U Xy (cf. Figure [B.I]) by

2 = {ue™ ™t ue0,00)} Ty = {ue™*, uel0,00)}
Yy = {ued* ue [0,00)} By = {ueI 4w e 0,00)}.

The contour X is oriented such that the real part of z increases in the positive direction.
Denote by D = {z € C, |z| < 1} the open unit disc. Throughout this appendix 2 will
denote the function eV 1°8(*) where the branch cut of the logarithm is chosen along the
negative real axis (—o0,0).
Now consider the Riemann—Hilbert problem given by
my(z) =m_(2)vj(z), z€X;, j=1,...,4, (B.1)

m(z) — I z — 00,

where the jump matrices are given as follows: (v; for z € ;)

S 1 —Ry(2)z%e 10() v — 1 0
1= 0 1 ) 2 = RQ(Z)Z_QiVth)(Z) 1/’

e 1 —R3(z)z%e () oy — 1 0
3= 0 1 y U4 = R4(Z)Z72iuet<b(z) 1/

Figure B.1.: Contours of a cross. [KriigerQ9h]
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B. The Riemann-Hilbert problem on a small cross

We can now state the next theorem, which gives us the solution of the Riemann-—

Hilbert problem (BJ). In the proof we follow the computations of Deift and Zhou
[Deift93, Section 3 and 4].

We will allow some variation, in all parameters as indicated.

Theorem B.1. There is some py > 0 such that vj(z) = 1 for |z| > py. Moreover,
suppose that within |z| < pg the following estimates hold:

1. The phase satisfies ®(0) € iR, ®'(0) =0, ”(0) =i and

+ Re(®(z) — ®(0)) > i|z|2, {J_r Z;Z € 21U, (B.2)
iz?
0() - 2(0) - 2| < (B.3)

2. There is some r € D and constants (a, L) € (0,1] x (0,00) such that R;, j =
1,...,4, satisfy Hélder conditions of the form

|Ri(2) —7| < Liz|%, [Ra(2) —r| < Liz|%,

T T
- | < L|z|¢ S —
|R3(Z) 1 — |’I“|2| = |Z| ) |R4(Z) 1—

! = HE

Then the solution of the Riemann—Hilbert problem (B.1) satisfies

B 1 i 0 -0 _lta
for |z| > po, where
B = \/mel(r/A—ars(r) vara(I())) ot (0) y—iv L1 log(1 — [r[2) (B.5)
’ 27 ’ ’

Furthermore, if Rj(z) and ®(z) depend on some parameter, the error term is uniform
with respect to this parameter as long as r remains within a compact subset of D and
the constants in the above estimates can be chosen independent of the parameters.

Remark B.2. Note that the solution of the Riemann—Hilbert problem (B.1l) is unique.

This follows from the usual Liouville argument [Deift00, Lemma 7.18] since det(v;) =
1.

Before we are able to prove this theorem, which will be done in the end of Section[B.2]
(see page [[14)), we have to work out some necessary preliminaries.
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B.1. Approximation

A close look at Theorem [B.I]shows, that the actual value of pg is of no importance. In
fact, if we choose 0 < p1 < pg, then the solution m of the problem with jump ¥, where
0 is equal to v for |z| < p; and I otherwise, differs from m only by an exponentially
small error.

This already indicates that we should be able to replace R;(z) by their respective
values at z = 0. To see this we start by rewriting our Riemann—Hilbert problem as
a singular integral equation. We will use the theory similar to the one developed in
Appendix [A] with the only difference being that the problem is now set in the complex
plane. We will apply the theory to the case of 2 X 2 matrix valued functions with
mo(z) = I and will use the usual Cauchy kernel (since we won’t require symmetry in
this appendix)

ds

S—Zz

Doo(s,2) =1

Moreover, since our contour is unbounded, we will again assume w € L>®(X) N L2(X).
All results from Appendix [Alstill hold in this case with some straightforward modifi-
cations as the only difference is that p is now a matrix and no longer a vector. Indeed,
as in Appendix [Al (cf. Corollary [A4)), in the special case by (z) = vj(z) and b_(z) =1
for z € ¥;, j =1,...,4, we obtain

m(z) =1+ % . u(s)w(s)scisz, (B.6)
where p — I is the solution of the singular integral equation
(I—Cy)(p—1)=CylL, (B.7)
that is,
p=T+0—-Cu) 'CI,  Cuf=C_(wf). (B.8)
Here C denotes the usual Cauchy operator given by

1 (s)
— | —=d %
271 Jy 8 — 2 * 2 € C\Z,

(Ch)(z) =

and we have set w(z) = w4 (z) (since w_(z) = 0).
As our first step we will get rid of some constants and rescale the entire problem by

setting
m(z) = D(t) " 'm(zt7/2)D(t), (B.9)
where
—1 .
D(t):<d(t3 d&), d(t) = ' ®O)/2iv/2, (B.10)

Then one checks that 7(2) solves the Riemann—Hilbert problem

my(z) =m_(2)0(z), z€%;, j=1,23/4,

B.11
m(z) — 1, z— 00, z¢X, ( )
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B. The Riemann-Hilbert problem on a small cross

where the jump matrices are now given by

or explicitly by

1 =Ry (2= 1/2) 2= t(@(t /%) @(0)))
0 1 ’

1 0
Ry zt_1/2 2w o t(®(2t71/2)—2(0)) 1)
<1 — Ry(at™1/2) 52 = H(®(=t71/7)= @(o»)

0 1 ’

1 0
04(z) = Ry(st~1/2) - 2ivet(@(:t™/2)-0(0) 1 -

Our next aim is to show that the solution 72(2) of the rescaled problem is close to the
solution m€(z) of the Riemann—Hilbert problem

mG(2) = m(2)05(2), z€X;, Jj=1,23/4, (B.12)
m(z) — 1, z— 00, z¢X, .
associated with the following jump matrices
. 1 —7plive—iz?/2 . 1 0
s@=() TTT) 80 = (s 1)
1 T L 2ivg—iz?/2 1 0
0s = 1—|7’|2 0¢ = P
UB( ) (0 1 > U4(Z) 177|’r|2272u/elz2/2 1]
The difference between the jump matrices 0; and f)]‘?, 7 =1,...,4, can be estimated as
follows.
Lemma B.3. The matrices w° and w are close in the sense that
Wi(z) = w5(z) + Ot 2 I8 zexwy, j=1,...4. (B.13)

Furthermore, the error term is uniform with respect to parameters as stated in Theo-

rem [B_1l.

Proof. We only give the proof z € X1, the other cases being similar. There is only one
nonzero matrix entry in w;(z) — w§(z) given by

— _Rl(zt—l/z)Zziue—t(q>(zt—1/2)—<1>(o)) _|_Fz2iue—i22/2’ El Spotl/z,
) Fp2ive—iz?/2 \z[ > p0t1/2.
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B.1. Approximation

A straightforward estimate for |z| < pot!/? shows
|W| _ eu7r/4|R1(Zt71/2)eft<i>(zt_1/2) _ T|67‘Z‘2/2

— /4 R1(2t71/2)eft<i>(zt*1/2) _ e to(tT1/?) _i_Feft‘i(zt’l/Q) 7l e l2/2
< e”/4|R1(zt_1/2) . F|eRe(—t<i>(zr1/2))—\2\2/2

n emr/4|eft<i>(zt_1/2) )2
< ARy (27 V2) — eI 4 oAb (2t e /A,

where &(z) = ®(z) — ®(0) — 127 = %23 +.... Here we have used 2% = £|z|? for

z € %y, Re(—t®(zt7Y?)) < |z2/4 by (B2), and |r| < 1. Furthermore, by (B3) and
@B.4),

(W | < e/ ALt /2| y|0e 121714 4 erm/A0t1/2) P I217/4, (B.14)
for |z| < pot'/2. For |z| > pot'/? we have
’W’ < eu7r/4e—\z\2/2 < eu7r/4e—p(2)t/4e—\z\2/4
which finishes the proof. O

The next lemma allows us to replace m(z) by m(z).
Lemma B.4. Consider the Riemann—Hilbert problem
m4(z) =m_(z)v(z), z€X,
m(z) — 1, z— 00, z¢&X.
Assume that w € L*(X) N L>(X). Then

cl[wllz

[p =12 < (B.15)

1= cflwlle
provided c||w||s < 1, where ¢ is the norm of the Cauchy operator on L*(X).
Proof. We know that fi = u — I € L*(X) and satisfies (I — Cy,)fi = Cy,I. Thus we can
estimate [ by using Neumann series as follows:
Il = (1= €)' Cll,
=T+ Cw +CL +...)Cul|,

< ||Culls + |Call, +1ICEl, + - --
< clwlly+ wly Jwlg + ¢ wlly w2+
<cllwlly (1 +elwlly + ¢ flwl + )
B 1
= cllwlly g7 Tl
Here we have used that
[Cw (Nl < cllfllz wlls - (B.16)
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B. The Riemann-Hilbert problem on a small cross

Lemma B.5. The solution m(z) of the Riemann—Hilbert problem (B.11) has a con-
vergent asymptotic expansion

1~ 1
m(z) =1+ ;M(t) + O(;) (B.17)
for |z| > pott/? with the error term uniformly in t. Moreover,
M(t) = M°+ O(t~/?). (B.18)
Proof. Consider m?(z) = 1m(z)m(z)~!, whose jump matrix is given by

0(2)

| |
2223

I
=
+
>
| ©
N
~—
—~
S
N
|
s
o
N
~
SN—
3
o
—
N
SN—
—

By Lemma [B.3] we have that @ — @¢ is decaying of order t%/2 in the norms of L’
and L> and hence also in the norm of L?. Thus the same is true for w? = 9¢ — 1 =
mC (2)(1(z) — w°(2))Mme (2)~t. Hence by the previous lemma

Ia® = 1llz = Ot~

Furthermore, by % = m? = m_(me)~! = a(a)~! we infer
= Afllz = ||Ape — || = O@E*/?)
since [i¢ is bounded. Now
1 1
n(z) =1+ — [ a(s)w d
i) =L+ o [ plo)i(s) s
11 (5!
i e £
2mi 2 /E,u(s)w(s) =g \F °
11 11 ds
=1——— [ a(s)w(s)ds + —~— 1(s)w
27z /2u(s)w(s) ot 271 z Lsu(s)w(s)s —z
shows (recall that w has support inside |z| < pgt'/?)
1 - NE sw(s
where .
M) = —— [ j(s)w(s)ds
2mi »
Now the rest follows from
- ~ 1
1(e) = N1° = 5 [ (alsyits) — i (s)ie(s))ds
2mi »
using [|fad — |y <l — @y + |4 = L2llw — @2 + [l = A%2l[0¢]l2- O
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B.2. Solving the Riemann—Hilbert problem on a small cross

23 E2

>y 1

Figure B.2.: Deforming back the cross. [KriigerQ9b]

B.2. Solving the Riemann—Hilbert problem on a small cross
with constant jumps
In Section [B.1] we have shown that the solution of the rescaled Riemann—Hilbert prob-

lem (B.1I)) is close to the solution of the Riemann—Hilbert problem (B.12)) with jumps
being constant with respect to ¢. Thus, it remains to show:

Theorem B.6. The solution of the Riemann—Hilbert problem (B.12) is of the form

~c o l “re i
ME(z) =T+ M +0(), (B.19)
where
Mc —j (% _Oﬁ> , B= \/;ei(ﬂ/4farg(r)Jrarg(F(il/)))‘ (B20)

The error term is uniform with respect to v in compact subsets of . Moreover, the
solution is bounded (again uniformly with respect to r).

The aim to prove this Theorem will be the task of the remainder of this section.
In order to solve (B.I12]) we begin with a deformation which moves the jump to R as
follows. Denote the region enclosed by R and X; as €2;, j = 1,...,4, as indicated in
Figure [B.2] and define a new Riemann-Hilbert problem by introducing

. o | Do(2)D;, z€Qj,j=1,...,4,
(Z)Zm(Z){ ’ ’

m (B.21)
Dy(z), else,

where
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B. The Riemann-Hilbert problem on a small cross

Lemma B.7. The function m(z) defined in (B.21) satisfies the Riemann—Hilbert
problem

S, () = e (2) <1 =P ‘f) . zeR

" (B.22)

1~ 3
me(z) = ([+ =M+ ...)Do(2), =z — oo, %<arg(z) < f
z

Proof. First, one checks that m¢ (2) = m¢ (2)Do(2)"10§(2)Do(2) D1 = M (z), z € Xy
and similarly for z € ¥o,X3,34. To compute the jump along R observe that, by our
choice of branch cut for 2, Dg(2) has a jump along the negative real axis given by

e(log |z|ii7r)iuefiz2/4 0
Do+ (2) = 0 o—(oglzltimivgiz2/a |+ # <0

e
Hence the jump along R is given by
Di'Dy, 2>0 and D;'Dyl(2)Do4(2)Ds, z<0,
and ([B.22)) follows after recalling e 2™ =1 — |r|2. O

Now, we can follow |Deift93, (4.17)—(4.51)] to construct an approximate solution.
The idea is the following: taking a look at the Riemann-Hilbert problem (B.22]) one

easily sees that the derivative d%rhc(z) has the same jump as m°(z) and hence
() = (=) (2
dz ’

where n(z) is an entire matrix which can be determined from the behavior z — oo.
Since this will just serve as a motivation for our ansatz, we will not worry about
justifying any steps.

For z in the sector I < arg(z) < 3T (enclosed by ¥o and ¥3) we have m(z) =
m(z)Dy(z) and hence

(d%mc(z) + %Zasfnc(z)> m(z)”!

_ (i(f — 2yinc(2)as + d%m@(z) n igang(z)> ne(z)""

P 1 (10
:5[03,M]+O(;)7 03—<0 _1>-

Here we assumed that the solution of the Riemann—Hilbert problem (B.12) is given by
(B.19) and inserted it. Since the left hand side has no jump, it is entire and hence by
Liouville’s theorem a constant given by the right hand side. More precisely,

d . ) A

i (2) + %agfnc(z) =pBmc(z), B= (621 %2) = %[Ug,MC]. (B.23)

This differential equation can be solved in terms of parabolic cylinder function which
then gives the solution of (B.22).
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B.2. Solving the Riemann—Hilbert problem on a small cross

Lemma B.8. The Riemann—Hilbert problem (B.23) has a unique solution, and the
term M€ s given by

“re . 0 - a_ i(m/4—arg(r)+ar v
M= <ﬁ21 €12> L B2 =P = Vel T/Am ) taraT ), (B.24)

Proof. Uniqueness follows by the standard Liouville argument since the determinant
of the jump matrix is equal to 1. We find the solution using the ansatz

oo _ (Y11(2) P2(2)
(=) = <1/121(Z) 1/122(2)).

From (B.23)) we can conclude that the functions t;(z) satisfy

h(z) =~ (i + 322 - ﬁmﬁm) P11(2), P12(2) . (i i—z> Vaa(2),

2 " By \dz 2
1 (d iz PN S U
Po1(2) = s <dz + 5 > P11(2), 92(2) = <2 17 + 512521) P92(2).
That is, 111 (e3™/4() satisfies the parabolic cylinder equation
,, 1 1,5
D"(¢) + a+5—ZC D(¢) =0

with a = 112021 and 1/)22(61”/4() satisfies the parabolic cylinder equation with a =

—iB12591.
Let D, be the entire parabolic cylinder function defined in [Whittaker27, §16.5] and

set
e 3m/AD, (—ei™/42), Im(z) > 0,
PR G G RO
e™/4 Dy, (e™/42), Im(z) <0,

e’”’/4D_iV —iei™/4y , Im
v22(2) =4 /4 ( -'/4)
e ™/ D_;,(ie"/%z), Im
Using the asymptotic behavior

ala —1)

2
D,(z) = z%™* /4(1 o

+0(zY), z—o00, |arg(z)| < 3m/4,
shows that the choice (12021 = v ensures the correct asymptotics

(2) = e 1+ 0(=7%)),

(2) = —ifraz e/ + 0(=77),

(2) = iﬁglzi”e_iz2/4(z_1 +0(z7%)),

92(2) = z_i”eiZQ/A‘(l +0(z7%)),

z

z

<
=

z

<
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B. The Riemann-Hilbert problem on a small cross

as z — oo inside the half plane Im(z) > 0. In particular,

- 1 - _ . ~ (0 -
me(z) = (I+-M°+ O(27?))Dy(2) with M°=i ( ﬁ12) .
z Bor 0

It remains to check that we have the correct jump. Since by construction both limits
mS (z) and mC (z) satisfy the same differential equation (B.23)), there is a constant
matrix v such that m9(z) = m¢(z)v. Moreover, since the coefficient matrix of the
linear differential equation (B.23)) has trace 0, the determinant of M4 (z) is constant
and hence det(mS.(z)) = 1 by our asymptotics. Moreover, evaluating

e—2mv _ \2meTin/4e—mr/2 ,.Yfl
v:mﬂm*mmm:<5MW%mm WT” )
N e
where v = ﬁ_\/lz = 6—\% Here we have used
9a/2 9(1+a)/2
Du0) = o VT Dl = YT
I'((1 —a)/2) I'(—a/2)

plus the duplication formula I'(z)T'(z + 1) = 2172%/7['(22) for the Gamma function.
Hence, if we choose
VT (—iv)

= r
. /27Tei7r/4e—7ru/2 ’

B 1—|7“|2 —7
v= r 1

|2 _ P-i)l(v) _ s
- —iv ~ vsinh(nv
for the Gamma function.

we have

since |y|2 = 1. To see this use |I'(—iv) y which follows from

™
sin(7z)

Euler’s reflection formula I'(1 — 2)I'(z) =
In particular,

ﬁlQ _ E _ \/;ei(ﬂ/4farg(r)Jrarg(F(il/)))
which finishes the proof. O
Now we are ready to prove our main theorem.

Proof of Theorem [Bl. Using Theorem and Lemma we can compute

m(z) = D(t)yim(t*)D(t)"' =1+ ——D()M(t)D(t) " + Ozt ")

/2,

=1+ D)MeD(t)~ + Ot~ (1+)/2)

t1/2z

for |z| > po, where we have used that D(t) is bounded. O
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