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Abstract

The purpose of this paper is to establish mixing rates for infinite measure preserv-
ing almost Anosov diffeomorphisms on the two-dimensional torus. The main task is to
establish regular variation of the tails of the first return time to the complement of a
neighbourhood of the neutral fixed point.
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1 Introduction

Almost Anosov diffeomorphisms on the two-dimensional torus were introduced in [HY95,
H00] where it was shown that, depending on the local dynamics near the (for simplicity
single) neutral fixed point, there is a finite or infinite SRB measure. The recent paper
[HZ16] provides polynomial mixing rates, in the finite measure setting and with bounds
on the exponent rather than a precise exponent, within a certain parameter range, see
Remark 2.4. In [HZ16], the existence of a Markov partition, a first return inducing
scheme, quotient dynamics (i.e., they factor out the stable direction), and the by now
well-established renewal theory [S02, G04] are used.

In this paper we prove mixing results for almost Anosov diffeomorphisms on the torus,
with an infinite SRB measure. The class of maps is somewhat wider (see (2) below), but
more importantly, using an entirely different method from [H00, HZ16], we are able to
establish much more precise tail estimates for the inducing scheme: there is C0 > 0 such
that

µ(ϕ > n) = C0n
−β(1 + o(1)) (1)

with the more precise form the o(1) given in Theorems 1.1 and 1.2. We say that the
sequence µ(ϕ > n) is regularly varying with index β with involved slowly varying function
`(n) = C0. These estimates hold for the entire parameter range {a0, a2, b0, b2 > 0, a0b2 −
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a2b0 6= 0}, see formula (2), so both for the finite measure (β > 1) and the infinite measure
case (β ≤ 1). In the finite measure setting we limit ourselves to a few remarks, because
the exact equality in (1) is not needed to obtain mixing rates. In this paper, we focus our
attention on the infinite measure setting where regular variation of the tail of ϕ is crucial
to obtain mixing results as presented in Theorems 1.3, 1.4 and 1.5.

A way of obtaining mixing rates for finite measure preserving invertible Markov sys-
tems is to collapse stable leaves, work on the quotient space and transfer the results back
to the original system. In the infinite measure setting this strategy gives mixing, but
doesn’t seem to work for mixing rates (that is, higher order of the correlation function,
[MT12], see also Theorem 1.4 below for an illustration of this notion): see [M15].

For this reason we use, as in [LT16], anisotropic Banach spaces of distributions where
the transfer operator of the induced map acts, and we establish the required spectral
properties directly. More precisely, we show that a slightly modified version of the Banach
space considered in [LT16] (a simplification of [DL08]) can be used to obtain optimal rates
of mixing for almost Anosov diffeomorphisms preserving an infinite SRB measure studied
in [H00].
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1.1 Set-up

Definition 1.1 [H00, Definition 1] Let T2 be the two-dimensional torus. A diffeomor-
phism f : T2 → T2 is called almost Anosov if there exists two continuous families of
non-trivial cones x→ Cux , Csx such that except for a finite set S,

i) DfxCux ⊆ Cuf(x) and DfxCsx ⊇ Csf(x);

ii) |Dfxv| > |v| for any 0 6= v ∈ Cux and |Dfxv| < |v| for any 0 6= v ∈ Csx.

For x ∈ S, Dfx = I is the identity.

Remark 1.1 In our setting the families of cones will be transversal, i.e., Cux ∩ Csx = {0}

at every x ∈ T2, unlike the systems studied in [LM05] where Dfp =

(
1 1
0 1

)
at the neutral

fixed point p and the corresponding stable and unstable manifolds are in fact tangent.

The starting point is an almost Anosov Markov diffeomorphism f : T2 → T2, with
a single neutral fixed point p and f is Cκ+2-smooth (with even κ ∈ N fixed), except
possibly at the local stable and unstable manifolds W u/s(p) where only C1 smoothness1

is assumed. Let {Pi}ki=0 be the Markov partition for f (which we can assume to exist
since f is a local perturbation from a Anosov diffeomorphism on T2). We assume that p
belongs to the interior of P0 and use a system of coordinates in which p is the origin, and
the diffeomorphism f(x, y) has the local form(

x(1 + a0x
κ + a2y

κ +O(|(x, y)|κ+1)), y(1− b0xκ − b2yκ +O(|(x, y)|κ+1))
)
, (2)

1but on either side of Wu/s we can extend f to Wu/s in a Cκ+2 manner
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on a neighbourhood U ⊃ P0. Here a0, a2, b0, b2 are positive real constants with ∆ :=
a2b0 − a0b2 6= 0. (This notation is taken from [H00]; the absence of mixed terms and
coefficients a1, b1 is explained further in Remark 2.2.) Then the horizontal and vertical
axes are the unstable and stable manifolds of p respectively. We assume that the Markov
partition element P0 ⊂ U is a small rectangle such that f−1(P0) ∪ P0 ∪ f(P0) ⊂ U . Due to
the symmetries (x, y) 7→ (±x,±y), it suffices to do the analysis only in the first quadrant
Q = [0, ζ0] × [0, η0] of P0, see Figure 1. Without loss of generality (see Lemma 2.1) we
can think of [0, ζ0] × {η0} as a local unstable leaf and {ζ0} × [0, η0] as a local stable leaf
of the global diffeomorphism.

xζ0 ζ1

y

η0

η1

{ϕ = n}

F ({ϕ = n})

Q

Wu

f−1(Wu)

Ws

f(Ws)

Figure 1: The first quadrant Q of the rectangle P0, with stable and unstable foliations drawn
vertically and horizontally, respectively.

We consider an induced map F = fϕ : Y → Y for Y := T2 \ P0, where

ϕ(z) = min{n ≥ 1 : fn(z) /∈ P0}

is the first return time to Y . Note that F is invertible because f is. In the first quadrant
of U \ P0, {ϕ = n} := {z ∈ f−1(Q) \ Q : ϕ(z) = n}, n ≥ 2, are vertical strips adjacent
to the local unstable leaf [0, ζ0] × {η0}, and converging to {0} × [η0, η1] as n → ∞. The
images F ({ϕ = n}) are horizontal strips, adjacent to the local stable leaf {ζ0} × [0, η0],
and converging to [ζ0, ζ1]× {0} as n→∞, see Figure 1.

In contrast to f , the induced map F is uniformly hyperbolic, but only piecewise
continuous. Indeed, continuity fails at the boundaries of the strips {ϕ = n}, n ≥ 2,
but these boundaries are local stable and unstable leaves, and it is possible to create a
countable Markov partition refining {Pi}ki=1 of Y for F , in which all the strips {ϕ = n}
are partition elements.

The map F preserves an SRB measure µ and for every maximal unstable leaf W u

inside F (Pi) for some i, the conditional measure µWu is absolutely continuous w.r.t. the
conditional Lebesgue measure mWu , see [HY95, Lemma 5.2]. In fact, the density hWu :=
dµWu

dmWu
is bounded, bounded away from zero and (using a straightforward adaptation of

[HY95, Proposition 3.1]) Cκ+1 smooth.

3



Our goal is to estimate the tails

µ(ϕ > n) := µ({z ∈ f−1(Q) \Q : ϕ(z) > n}).

The f -invariant pullback measure µf (A) =
∑

n≥0 µ(f−n(A) ∩ {ϕ > n}) is finite if and
only if

∑
n µ(ϕ > n) < ∞. When later on we speak of the (in)finite measure case, this

refers to µf being (in)finite, since µ itself is always finite, and scaled to be a probability
measure.

To estimate µ(ϕ > n), we first estimate m(ϕ > n) (in Proposition 2.1) assuming that
locally, f is the time-1 map of the flow of the differential equation{

ẋ = x(a0x
κ + a2y

κ +O(|(x, y)|κ+1)),

ẏ = −y(b0x
κ + b2y

κ +O(|(x, y)|κ+1)),
(3)

where a0, a2, b0, b2 > 0 with ∆ = a2b0 − a0b2 6= 0. are as before. This approach of re-
placing a map by the time-1 map of a flow, in the context of billiards, was followed in
[K79, M83, PSZ16] and [BCD11, Section 6] but only insofar that the time-1 map of the
flow approximates the map. In general, it is unlikely that on the whole manifold a diffeo-
morphism exactly coincides with the time-1 map of a vector field, see e.g. [P74]. However,
due to [DRR81, Theorem B and consequence 1(ii) on page 36)], inside the neighbourhood
U this holds for C∞ diffeomorphisms. Proposition 2.2 yields the regular variation of the
tails w.r.t. Lebesgue measure in this C∞ setting. For Cκ+2 diffeomorphisms f , there
seems to be no general result that f is the time-1 map of a Cκ+1 vector field ([DR83]
gives results depending on the smoothness of the vector field). Therefore, we first perturb
f to a C∞ diffeomorphism, next use the asymptotics obtained from the vector field, and
finally interpret the results for f using an extra approximation argument, see Lemma 2.3.
The fact that the conditional densities hWu are smooth finally allows us to transfer the
Lebesgue estimates to estimates in terms of µ.

1.2 Main results

Theorem 1.1 Let f be a Cκ+2 diffeomorphism (with even κ ∈ N) on the torus of the
form (2) near (0, 0). Then the tails µ(ϕ > n) have regular variation:

µ(ϕ > n) = C0n
−β(1 +O(max{n−β∗ , n−1 log n})),

where β := a2+b2
κb2

, β∗ := 1
κ min

{
1, a2b2 ,

b0
a0

}
≤ min{β, 1/κ} and C0 > 0 is a constant given

at the end of the proof. In particular, µf is infinite if and only if β ≤ 1.

Remark 1.2 The Cκ+2 assumption is used for metric estimates in Proposition 2.2. As
κ ≥ 2, this implies that f is C4, and this is used to guarantee the existence of the SRB-
measure µf (which relies on C4 smoothness of the stable and unstable leaves, see [H00,
Theorem B]).

In a special case (namely, when f is the time-1 map of a vector field without higher
order terms), our estimates are much sharper:

Theorem 1.2 Suppose that the C4 almost Anosov diffeomorphism f on the torus is near
(0, 0) the time-1 map of the flow of{

ẋ = x(a0x
κ + a2y

κ),

ẏ = −y(b0x
κ + b2y

κ),
(4)
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where a0, a2, b0, b2 are positive real constants with ∆ := a2b0 − a0b2 6= 0. Then there are
real constants2 Hj and Ĥj such that

µ(ϕ > n) =
κ∑
j=1

Hjn
−jβ −

κ∑
j=1

Ĥjn
−(jβ+1) +O(max{n−(κ+1)β, n−(2+β)})

for all n ≥ 2. As before, β = a2+b2
κb2

.

Theorems 1.1 and 1.2 (proved at the end of Sections 2.5 and 2.3 respectively) strengthen
the estimates in [HZ16] considerably, see Remark 2.4.

Remark 1.3 If (κ + 1)a0 = b0 and a2 = (κ + 1)b2, then the divergence of the vector
field in (4) is zero, and the flow preserves Lebesgue measure (cf. [K79]). In this case
β = κ+2

κ > 1. Provided the global dynamics preserves Lebesgue as well, Lebesgue measure
is the SRB measure both in forward and backward time.

Remark 1.4 The exponents seen in Theorems 1.1 and 1.2 depend on the quotients b2/a2

and b0/a0 rather than on a0, a2, b0, b2 separately. To explain this, note that the linear
change of coordinates rx̄ = x, sȳ = y (on the quadrant Q, so we can drop the absolute
value signs) transforms (4) into{

˙̄x = x̄(a0r
κx̄κ + a2s

κȳκ),

˙̄y = −ȳ(b0r
κx̄κ + b2s

κȳκ).

Apart from changing the size of the rectangle Q, this has no effect on the asymptotic
behavior of the system (such as those described in Proposition 2.1), and therefore the
important parameters (i.e., exponents) in the asymptotics should be independent of r, s.
This is indeed true when they depend only on the quotients b2/a2 and b0/a0.

Theorem 1.3 Consider the setting of Theorem 1.1 and assume that β ∈ (1
2 , 1). Then for

all observables v, w ∈ C1 supported on Y we have

lim
n→∞

n1−β
∫
T2

v · w ◦ fn dµf = d0

∫
T2

v dµf

∫
T2

w dµf , (5)

where d0 = (C0 Γ(β) Γ(1− β))−1 with C0 > 0 as in Theorem 1.1.

Remark 1.5 Theorem 1.3 (including the case β = 1 and lim inf results for β ≤ 1
2) is an

immediate consequence of Theorem 1.1 above and [M15, Theorem 1.1]; the approach of
[M15] uses quotienting along the stable direction together with arguments from [MT12].
The proofs below follow the structure of the arguments in [LT16], and as in there, the
case β = 1 will be omitted throughout. More importantly, the present method allows us to
obtain the stronger result Theorem 1.4 for the range β > 1

2 .

Remark 1.6 It is not clear to us how to get good estimates for the small tails µ(ϕ = n).
Theorem 1.3 could have been improved to all β ∈ (0, 1) provided the small tails satisfy
µ(ϕ = n) = O(n−(1+β)): this would then have been an immediate consequence of [G11]
and [M15]. However, in the setting of Theorem 1.1, we have no better estimate than
µ(ϕ = n) = O(max{n−(β+β∗), n−(1+β) log n}) and β∗ ≤ β. This is caused by the estimates
for T̃ we use in the last step of the proof of Proposition 2.2.

2These constants are typically nonzero; the precise values are given in the proof of Theorem 1.2.
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Mixing rates are obtained as well.

Theorem 1.4 Assume the setting of Theorem 1.3 with3 β ∈ (1
2 , 1) and β∗ ∈ (1

3 , β). Take
q := max{j ∈ N : (j + 1)β > j}. Then there are (generically nonzero) real constants
d1, . . . , dq such that∫
T2

v · w ◦ fn dµf =
(
d0n

β−1 + d1n
2(β−1) + · · ·+ dqn

(q+1)(β−1)
)∫

T2

v dµf

∫
T2

w dµf + En,

(6)
where En = O(n−(β∗−1/3), n−(β+β∗−1)/3).

In the stronger setting of Theorem 1.2, the rates can be improved.

Theorem 1.5 Assume the setting of Theorem 1.4 for the time-1 map of the vector field
(4) and β ∈ (0, 1). Then (6) holds with En = O(n−1(log n)r) for r = 1 if β 6= 1

2 and r = 2
if β = 1

2 .

1.3 Summary of the abstract framework and hypotheses
in [LT16]

In this section we recall the abstract framework and hypotheses in [LT16] as relevant for
the class of maps previously described. We check these hypotheses for our almost Anosov
diffeomorphisms in Section 3.

Let R : L1(m) → L1(m) be the transfer operator for the first return map F : Y → Y
w.r.t. Lebesgue measure m. We recall that R is defined by duality on L1(m) via the
formula

∫
Y Rv w dm =

∫
Y v w ◦ F dm for all bounded and measurable w (see Section 3.4

for a more explicit description).
In this work we verify that in the case of the map described in Section 1.1, there exist

two Banach spaces of distributions B, Bw supported on Y such that

(H1) (i) C1 ⊂ B ⊂ Bw ⊂ (C1)′, where (C1)′ is the dual of C1 = C1(Y,C).4

(ii) There exists C > 0 such that for all h ∈ B, φ ∈ C1, we have hφ ∈ B and
‖hφ‖B ≤ C‖h‖B‖φ‖C1 .

(iii) The transfer operator R associated with F maps continuously from C1 to B,
and R admits a continuous extension to an operator from B to B, which we still
call R.

(iv) The operator R : B → B has a simple eigenvalue at 1 and the rest of the
spectrum is contained in a disc of radius less than 1.

A few comments on (H1) are in order and here we just recall the ones in [LT16]. We
note that (H1)(i) should be understood in terms of the usual convention (see, for instance,
[GL06, DL08]) which we follow here: there exists continuous injective linear maps πi such
that π1(C1) ⊂ B, π2(B) ⊂ Bw and π3(Bw) ⊂ (C1)′. We will often leave such maps implicit,
unless this might create confusion. In particular, we assume that π = π3 ◦ π2 ◦ π1 is the
usual embedding, i.e., for all h, φ ∈ C1

〈π(h), φ〉 =

∫
Y
hφ dm.

3There is an open region in parameter space (e.g. 2
3b2 < a2 < b2, b0 >

2
3a0 for κ = 2), where β∗ ∈ ( 1

3 ,
1
2 ),

and β + β∗ ∈ ( 7
6 ,

3
2 ).

4We will use systematically a “prime” to denote the topological dual.

6



Via the above identification, the Lebesgue measure m can be identified with the constant
function 1 both in (C1)′ and in B (i.e., π(1) = m). Also, by (H1)(i), B′ ⊂ (C1)′, hence
the dual space can be naturally viewed as a space of distributions. Next, note that
B′ ⊃ (C1)′′ ⊃ C1 3 1, thus we have m ∈ B′ as well. Moreover, since m ∈ B and
〈1, φ〉 = 〈φ, 1〉 =

∫
φdm, m can be viewed as the element 1 of both spaces B and (C1)′.

By (H1), the spectral projection P associated with the eigenvalue 1 is defined by
P = limn→∞R

n. Note that for each φ ∈ C1,

〈Pφ, 1〉 = m(Pφ) = lim
n→∞

m(1 ·Rnφ) = m(φ) = 〈φ, 1〉.

By (H1)(iv), there exists a unique µ ∈ B such that Rµ = µ and 〈µ, 1〉 = 1 . Thus,
Pφ = µ〈φ, 1〉. Also R′m = m where R′ is dual operator acting on B′. Note that for any
φ ∈ C1,

|〈µ, φ〉| = |〈P1, φ〉| =
∣∣∣ lim
n→∞

Rnm(φ)
∣∣∣ = lim

n→∞
|m(φ ◦ Fn)| ≤ |φ|∞.

Hence µ is a measure. For each φ ≥ 0,

〈P1, φ〉 = lim
n→∞

〈Rn1, φ〉 = lim
n→∞

〈1, φ ◦ Fn〉 ≥ 0.

It follows that µ is a probability measure.
Summarizing the above, the eigenfunction associated with the eigenvalue 1 is an in-

variant probability measure for F and we can write P1 = µ.
In the rest of this section we list the hypotheses of [LT16] that we will verify for the

map described in Section 1.1. Recall that ϕ : Y → N is the first return time to Y . We
verify that

(H2) there exists C > 0, α ∈ (0, 1] such that for any n ∈ N and h ∈ B we have 1{ϕ=n}h ∈
Bw and

|〈1{ϕ=n}h, 1〉| ≤ C‖h‖B µ(Yn)α.

In the infinite measure setting Theorem 1.1 implies that

(H3) µ(y ∈ Y : ϕ(y) > n) = `(n)n−β where ` is slowly varying and β ∈ (0, 1).

We also verify some standard assumptions in operator renewal theory as first developed
in [S02, G04] (finite measure case) and [G11, MT12] (infinite measure case).

Let D = {z ∈ C : |z| < 1} and D̄ = {z ∈ C : |z| ≤ 1}. Given z ∈ D̄, we define the
perturbed transfer operator R(z) (acting as operator B → B or B → Bw) by R(z)v =
R(zϕv). Also, for each n ≥ 1, we define Rn (acting on B,Bw) by Rnv = R(1{ϕ=n}v). We
will show that

(H4) ‖Rn‖B = O(m(ϕ = n)).

Assumption (H4) ensures that R(z) =
∑∞

n=1Rnz
n is a well defined family of operators

from B to B (or from B to Bw). Also, we notice that (H1) and (H4) ensure that z 7→ R(z),
z ∈ D̄, is a continuous family of bounded operators (analytic on D) from B to B (or from
B to Bw). The following assumption was essential for the main abstract results in [LT16]
and we shall verify it for the studied example.

(H5) i) There exist C > 0 and λ > 1 such that for all z ∈ D̄, h ∈ B and n ≥ 0,

‖R(z)nh‖Bw ≤ C|z|n‖h‖Bw , ‖R(z)nh‖B ≤ Cλ−n|z|n‖h‖B + C|z|n‖h‖Bw .

ii) For z ∈ D̄ \ {1}, the spectrum of R(z) : B → B does not contain 1.
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1.4 Proofs of Theorems 1.3, 1.4 and 1.5

In Section 3, we verify that the map described in Section 1.1 satisfies (H1)–(H5). In
Section 2, we provide the set of parameters for which this map satisfies the assumptions
on µ(ϕ > n) used in Theorems 1.3, 1.4 and 1.5. Given these facts, these results are an
immediate consequence of previous works, as summarized below.

Proof of Theorem 1.3. This follows directly from [LT16, Theorem 1.1] (which is an
extension of [MT12, Theorem 1.1]). �

Proof of Theorem 1.4. This follows from [LT16, Theorem 1.2. i)] (an extension of
[MT12, Theorem 9.1]) with 2β there replaced by β + β∗. �

Proof of Theorem 1.5. We note that [T16, Theorem 1.3] holds with the present Banach
space of distributions described in Section 1.1 instead of the Banach space used in [T16]
provided [T16, Lemma 2.1] is replaced by [LT16, Lemma 3.1]. The conclusion follows
from this fact together with the argument used at the end of [LT16, Proof of Theorem
1.2. i)]. �

2 Regular variation of µ(ϕ > n)

Let Q := [0, ζ0]× [0, η0]. We start with a harmless change of coordinates turning ∂Q into
local stable and unstable leaves.

Lemma 2.1 Let f be a Cr diffeomorphism5 of the form (2). There is a Cκ+2 change of
coordinates which transforms the upper and right boundary of Q into the horizontal arc
[0, ζ0] × {η0} and the vertical arc {ζ0} × [0, η0] respectively, whilst the diffeomorphism f
still has the form (2). That is, W u((0, η0)) and W s((ζ0, 0)) contain locally a horizontal
and vertical arc respectively.

Proof. Since f is Cκ+2, the local unstable manifold W u
loc(η0) is a Cκ+2 curve (by an

adaptation of [HY95, Proposition 2.2(3)]), and it can be parametrised as x 7→ (x,w(x)),
say for 0 ≤ x ≤ ζ0. We can also assume that ζ0 is so small that |η0 − w(x)| ≤ η0/10 for
0 ≤ x ≤ ζ0. Let χ : R → [0, 1] be a C∞ bump function supported on [−η0/3, η0/3] such
that χ(0) = 1 and |χ′|∞ ≤ 3. Define the diffeomorphism

ϑ(x, y) = ( x , y + χ(y − w(x))(η0 − w(x)) )

and set f̃ = ϑ ◦ f ◦ ϑ−1. For this diffeomorphism, W u(η0) is a horizontal line. Then we
apply the same argument to f̃ , with the roles of x and y interchanged, to straighten the
local stable manifold W s(ζ0). �

2.1 Reformulation of the set-up of the neutral fixed point

Fix an even κ ∈ N. Consider the differential equation ż = X(z) for z = (x, y), defined
on Q and vector field X = (X1, X2) given by (4). Clearly (0, 0) is the unique stationary
point, and the time one map of the flow Φt satisfies

Φ1(x, y) =
(
x(1 + a0x

κ + a2y
κ +O(|z|2κ)), y(1− b0xκ − b2yκ +O(|z|2κ))

)
. (7)

5We will use this lemma for r = κ+ 2 and later for r =∞ for the fj ’s in the proof of Lemma 2.3.
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This can be seen by applying the Taylor expansion

(Φt(z))i = zi +Xi(z)t+
t2

2
(DX(Φsi(z))X(Φsi(z)))i for some si ∈ [0, t], i = 1, 2,

applied to t = 1, together with the fact that X(z) = O(|z|κ+1) and |DX(Φs(z))| = O(|z|κ).
Here we used that |Φs(z)| ≤ 2|z|, which follows because the operator

Π : C([0, t],R2)→ C([0, t],R2), (Πf)(s) = z +

∫ s

0
X(f(u)) du

maps the ball in (C([0, t],R2), ‖ ‖∞) of radius 2|z| into itself (proved via standard methods
to show the existence and uniqueness of solutions to initial value problems, [T12, Chapter
2]).

The point (0, 0) is a neutral fixed point of saddle type: the horizontal axis is the
unstable and the vertical axis is the stable manifold.

Remark 2.1 One can reduce the exponent κ to 1 using the change of coordinates (x̄, ȳ) =
(xκ, yκ). This leads to the differential equation{

˙̄x = κx̄(a0x̄+ a2ȳ),

˙̄y = −κȳ(b0x̄+ b2ȳ).
(8)

and a similar expression for (7). (In fact, also when x and y have their own exponents
κx, κy > 0, the change of coordinates (x̄, ȳ) = (xκx , yκy) leads to the analogue of (8).)

However, this change of coordinates reduces a Cκ+2 vector field to a C3+ 1
κ vector field,

which may be awkward to work with. Keeping the κ all the way through retains some
clarity in this respect.

Remark 2.2 If mixed terms, say a1, b1, are introduced, then we have no explicit formula
for the first integral L, see (12) below. In fact, no such L may exist if the mixed terms
are too large. For example, if the vector field has the form{

ẋ = x(a0x
2 + a1xy + a2y

2),

ẏ = −y(b0x
2 + b1xy + b2y

2),

then there are invariant lines y = px for p =
−(a1+b1)±

√
(a1+b1)2−4(a0+b0)(a2+b2)

2(a2+b2) and hence

the origin is no longer a simple neutral saddle point if (a1 + b1)2 ≥ 4(a0 + b0)(a2 + b2).

Let η1 be such that Φ−1(0, η0) = (0, η1). For initial condition (ξ, η) ∈ ∂Q with η ∈
[η0, η1] and 0 < ξ < ζ0, define its exit time T (ξ, η) by

ΦT (ξ,η)(ξ, η) = (ζ0, ω(η, T )) ∈ ∂Q,

see Figure 2 for the case η = η0. We invert this relation to obtain, for fixed η, the
asymptotic behaviour of ξ(η, T ) (and ω(η, T ) as a byproduct) as T → ∞, because for
integer values T = n and T = n − 1, the curves η 7→ ξ(η, T ) parametrise the vertical
boundaries of the strips {ϕ = n}.

For the vector field in (4), i.e., without higher order terms, very accurate estimates
for ξ(η, T ) and ω(η, T ) are given in Proposition 2.1 below. In itself, this gives no further
benefit because the higher order asymptotics are diluted by the properties of the invariant

9



x

y

(ξ(η0, T ), η0)
•

(ζ0, ω(η0, T ))
•

η0

ζ0

Figure 2: A solution of (4) with points (ξ(η0, T ), η0) and (ζ0, ω(η0, T )) drawn in.

measure µ, mostly the densities dµWu

dmWu
conditioned to unstable leaves W u, of which we

have no specific estimates. However, Proposition 2.1 sets the scene from which the general
case follows by tracking the effects of the perturbations.

Assume that ∆ := a2b0 − a0b2 6= 0. Let u, v ∈ R be the solutions of the linear equation{
(u+ κ)a0 = vb0

(v + κ)b2 = ua2

that is:

u = κb2
∆ (a0 + b0),

v = κa0
∆ (a2 + b2).

(9)

Note that u, v and ∆ all have the same sign. Define:

β0 :=
a0 + b0
κa0

=
u+ v + κ

κv
, β2 :=

a2 + b2
κb2

=
u+ v + κ

κu
,

c0 = a0 + b0
c2 = a2 + b2

, (10)

and note that β0
β2

= u
v and β0, β2 >

1
κ (or = 1

κ if we allow b0 = 0 or a2 = 0 respectively).
In the statements of the main theorems in Section 1.2, β = β2.

Recall that in our choice of coordinates {ζ0} × [0, η0] is a local stable leaf. Therefore
also the curves WT := (ξ(η, T ), η) are local stable leaves, simply because ΦT (WT ) ⊂
{1} × [0, η0]. The next proposition establishes precise estimates for the parametrisation
η 7→ ξ(η, T ) of such local stable leaves (i.e., vertical boundaries of the strips {ϕ = n}):

Proposition 2.1 Consider a vector field on the 2-torus with local form (4) for a0, a2, b0, b2 ≥
0 and ∆ 6= 0. There are functions ξ0(η), ω0(η), ξ1(η), ω1(η) > 0 independent of T (with
exact expressions given in the proof) such that

ξ(η, T ) = ξ0(η)T−β2
(

1− ξ1(η)T−1 +O(T−2, T−κβ2)
)

and
ω(η, T ) = ω0(η)T−β0

(
1− ω1(η)T−1 +O(T−2, T−κβ0)

)
.
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Remark 2.3 If a2 = 0 (resp. b2 = 0), then the term O(T−κβ2) = O(T−1) (resp. the term
O(T−κβ0) = O(T−1)) and hence the term ξ1(η)T−1 (resp. ω1(η)T−1)) is no longer an
exact asymptotic in our estimates.

Remark 2.4 In [HZ16, Proposition 4.1], it is shown that for κ = 2, η = 1 and T =
n ∈ N, Dβn

−1/β ≤ ξ(1, n) ≤ Dαn
−1/α, for any choice of α, β satisfying β < 2a2b2

a22+a2b2+b22
<

2b2
a2

< α, and Dα, Dβ > 0 are independent of n. Proposition 2.1 corresponds to the value
1
β2

= 2b2
a2+b2

, which lies in [ 2a2b2
a22+a2b2+b22

, 2b2
a2

], so Proposition 2.1 confirms [HZ16] and makes

it more precise.

Remark 2.5 The solution of (4) with initial condition (ζ0, 0) and t ≤ 0 is (x(t), y(t)) =

((ζ0−κa0t)
− 1
κ , 0), so x(−T ) ∼ T−

1
κ . Then (ξ(η0, T ), η0) and (x(−T ), 0) lie on the same

stable leave. Therefore the holonomy map π : (ξ(η0, T ), η0) 7→ (x(−T ), 0) along the stable
foliation is at best Hölder continuous with exponent b2

a2+b2
. This exponent tends to 1 as

a2 → 0 or b2 →∞, as one should expect. Namely, if a2 = 0, then the first equation of (4)
is decoupled and can be solved directly, see also [AA13] where a product type almost Anosov
is taken as an example, and upper bounds for mixing rates are found using Young towers.
For initial condition (0, η0), equation (4) his solved by (x(t), y(t)) = (0, (b2κt + η−κ0 )−

1
κ ).

Therefore the limit case b2 → ∞ corresponds to arbitrary fast contraction along stable
leaves, and it is known that already exponential contraction in the stable direction produces
a Lipschitz stable foliation.

The plan of action is:

1. Find a first integral L = L(x, y) for (4), so that the orbits are confined to level sets
of L. This allows also to compute the exit point (ζ0, ω) = ΦT (ξ, η0) simply because
L(ξ, η0) = L(ζ0, ω). This is done in Lemma 2.2 in Section 2.2.

2. Take the new coordinateM = M(x, y) = y/x, which reduces (4) to a one-dimensional
differential equation

Ṁ = Z(M,L). (11)

3. Solve (11), or integrate its inverse dt
dM = 1

Z(M,L) to compute T =
∫M(ζ0,ω)
M(ξ,η0)

1
Z(M,L) dM

for L = L(ξ, η0). This and the previous step are done in Section 2.3.

4. Perturb (4) by including higher order terms, and follow the proof of Proposition 2.1
in detail to estimate the effect of this perturbation. This is done in Section 2.4 and
leads to the proof of Theorem 1.2.

5. Study the transition from diffeomorphism f to vector field X. If f is C∞ and has
the form (2), then it can always be written as the time-1 map of a vector field of the
form (3), see [DRR81, Theorem B and consequence 1(ii) on page 36)].

6. The Cκ+2 setting requires an extra argument in which the vector field is approxi-
mated by C∞ vector fields with the same (κ+2)-jet (i.e., the same Taylor expansion
truncated at the dκ + 2e-nd term). Section 2.5 contains this argument, and also
the final step passing from length estimates to estimates in terms of the invariant
measure µ. This leads to the proof of Theorem 1.1.

2.2 First integral

Lemma 2.2 Recall u, v and ∆ from (9). The function

L(x, y) =

{
xuyv(a0v xκ + b2

u yκ) if ∆ > 0;

x−uy−v(a0v xκ + b2
u yκ)−1 if ∆ < 0.

(12)
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is a first integral of (4).

This means that solutions of (4) are confined to level sets {L(x, y) = L0} for L0 ∈ R. For
L0 = 0, this level set is the union of the coordinate axes, and (as used in Proposition 2.2
below) L is Hölder continuous near the axes. For L0 > 0, the level set {L(x, y) =
L0} roughly resembles a hyperbola in the first quadrant, with the coordinate axes as
asymptotes, see Figure 2.

Proof of Lemma 2.2. First assume ∆ > 0, so u, v > 0 as well. By (9), we can write
L(x, y) as

L(x, y) = xuyv(
b0

u+ κ
xκ +

b2
u
yκ) = xuyv(

a0

v
xκ +

a2

v + κ
yκ).

Using these two equivalent expressions, we compute the Lie derivative directly

L̇ = 〈∇L,X〉 =

(
b0

u+ κ
(u+ κ)xu+κ−1yv +

b2
u
uxu−1yv+κ

)
x(a0x

κ + a2y
κ)

−
(
a0

v
xu+κvyv−1 +

a2

v + κ
xu(v + κ)yv+κ−1

)
y(b0x

κ + b2y
κ) = 0.

Any function of a first integral is a first integral, in particular this holds for 1/L. Therefore
the conclusion is immediate for ∆ < 0 too. �

2.3 The exact asymptotics for the vector field (4)

Proof of Proposition 2.1. We carry out the proof for ∆ > 0, so L(x, y) = xuyv(a0v xκ+
b2
u yκ) as in Lemma 2.2. The case ∆ < 0 goes likewise. Fix η such that (ξ(η, T ), η) ∈
Φ−1(Q) \Q. For simplicity of notation, we will suppress the η and T in ξ(η, T ). We use
the variable M = y/x, so y = Mx and differentiating gives ẏ = Ṁx+Mẋ. Recalling that
c0 = a0 + b0 and c2 = a2 + b2 and inserting the values for ẋ and ẏ from (4), we get

Ṁ = −M(c0 + c2M
κ)xκ. (13)

Assume that we are in the level set L(x, y) = L(ξ, η) = ξuηv(a0v ξ
κ + b2

u η
κ), then we can

solve for xκ in the expression

ξuηv(
a0

v
ξκ +

b2
u
ηκ) = xuyv(

a0

v
xκ +

b2
u
yκ) = xu+v+κMv(

a0

v
+
b2
u
Mκ).

Use (9) and (10) to obtain

a0

v
+
b2
u
Mκ =

∆

κc0c2
(c0 + c2M

κ) and
a0ξ

κ

v
+
b2η

κ

u
=

∆

κc0c2
(c0ξ

κ + c2η
κ).

This gives xκ = ξ
κu

u+v+κ η
κv

u+v+κM−
κv

u+v+κ

(
c0ξκ+c2ηκ

c0+c2Mκ

) κ
u+v+κ

and, combined with (13),

Ṁ = −M1− κv
u+v+κ (c0 + c2M

κ)1− κ
u+v+κ ξ

κu
u+v+κ η

κv
u+v+κ (c0ξ

κ + c2η
κ)

κ
u+v+κ .

Recall β0 = u+v+κ
κv and β2 = u+v+κ

κu from (10) (which also gives 1 − κ
u+v+κ = 1

κβ0
+ 1

κβ2
)

to simplify this to

Ṁ = −GM1− 1
β0 (c0 + c2M

κ)
1
κβ0

+ 1
κβ2 (14)
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with
G = G(ξ, η) := ξ

1
β2 η

1
β0 (c0ξ

κ + c2η
κ)

1− 1
κβ0
− 1
κβ2 . (15)

For the exit time T ≥ 0, recall that ξ(η, T ) and ω(η, T ) are such that the solution of
(4) satisfies (x(0), y(0)) = (ξ(η, T ), η) and (x(T ), y(T )) = (ζ0, ω(η, T )). This implies
M(0) = η/ξ(η, T ) and M(T ) = ω(η, T )/ζ0. Inserting this in (14), separating variables,
and integrating we get∫ η/ξ(η,T )

ω(η,T )/ζ0

dM

M
1− 1

β0 (c0 + c2Mκ)
1
κβ0

+ 1
κβ2

= G(ξ(η, T ), η)T. (16)

In the rest of the proof, we will frequently suppress the dependence on η and T in ξ(η, T )
and ω(η, T ). We know that L(ξ(η, T ), η) = ξuηv(a0v ξ

κ + b2
u η

κ) = ζu0ω
v(a0v ζ

κ
0 + b2

u ω
κ) =

L(η, ω(η, T )), which gives

ξuηv(c0ξ
κ + c2η

κ) = ζu0ω
v(c0ζ

κ
0 + c2ω

κ). (17)

From their definition, ξ(η, T ) and ω(η, T ) are clearly decreasing in T , so their T -derivatives
ξ′(η, T ), ω′(η, T ) ≤ 0. Since c0, c2 > 0 (otherwise ∆ = 0), the integrand of (16) is

O(M
1
β0
−1

) as M → 0 and O(M
− 1
β2
−1

) as M → ∞. Hence the integral is increasing
and bounded in T . But this means that G(ξ(η, T ), η)T is increasing in T and bounded as
well. Let g(η, T ) = ξ(η, T )T β2 . Since

G(ξ(η, T ), η)T = g(η, T )
1
β2 η

1
β0 (c0g(η, T )κT−κβ2 + c2η

κ)
1− 1

κβ0
− 1
κβ2 ,

and 1− 1
κβ0
− 1

κβ2
> 0, we find that g(η, T ) converges 6:

ξ0(η) := lim
T→∞

g(η, T ) = c
− 1
u

2 η
−a2
b2

(∫ ∞
0

dM

M
1− 1

β0 (c0 + c2Mκ)
1
κβ0

+ 1
κβ2

)β2
, (18)

where we have used −β2(1 − 1
κβ0
− 1

κβ2
) = − κβ2

u+v+κ = − 1
u for the exponent of c2, and

κ
u + β2

β0
= v+κ

u = a2
b2

for the exponent of η.
We continue the proof to get higher asymptotics. Differentiating (16) w.r.t. T gives

− η
1
β0 ξ

1
β2
−1
ξ′

(c0ξκ + c2ηκ)
1
κβ0

+ 1
κβ2

− ζ
1
β2
0 ω

1
β0
−1
ω′

(c0ζκ0 + c2ωκ)
1
κβ0

+ 1
κβ2

=
∂G(ξ, η)

∂ξ
Tξ′ +G(ξ, η), (19)

where (by differentiating (15))

∂G(ξ, η)

∂ξ
= κ(b0ξ

κ + b2η
κ)ξ

1
β2
−1
η

1
β0 (c0ξ

κ + c2η
κ)
− 1
κβ0
− 1
κβ2 .

Combined with (15), (17) and (19), this gives

−η
1
β0 ξ′−ζ

1
β2
0

(
ζu0ω

v

ξuηv

) 1
κβ0

+ 1
κβ2 ω

1
β0
−1

ξ
1
β2
−1
ω′ = κ(b0ξ

κ+b2η
κ)Tη

1
β0 ξ′+η

1
β0 ξ(c0ξ

κ+c2η
κ). (20)

6For the symmetric statement on ω(η, T ), define ĝ(η, T ) = ω(η, T )T β0 . Then limT→∞ ĝ(η, T ) =

limT→∞ g(η, T )β0/β2η1+κ/vζ
−b0/a0
0 ( c2c0 )1/v.
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Because 1
κβ0

+ 1
κβ2
− 1 = − κ

u+v+κ , using (10) and dividing by η
1
β0 , we can simplify (20) to

−ξ′ − ζu0
ηv
ωv−1

ξu−1
ω′ = κ(b0ξ

κ + b2η
κ)Tξ′ + ξ(c0ξ

κ + c2η
κ). (21)

Taking the derivative of (17) w.r.t. T and multiplying with ∆/(κc0c2) gives

(b0ξ
κ + b2η

κ)ηvξu−1ξ′ = (a0ζ
κ
0 + a2ω

κ)ζu0ω
v−1ω′.

Hence, we can rewrite (21) as

−(1 +
b0ξ

κ + b2η
κ

a0ζκ0 + a2ωκ
)ξ′ = κ(b0ξ

κ + b2η
κ)Tξ′ + ξ(c0ξ

κ + c2η
κ).

We insert ξ′ = g′(T )T−β2 − β2g(T )T−(1+β2) and multiply with T β2 , which leads to

−(1 +
b0ξ

κ + b2η
κ

a0ζκ0 + a2ωκ
)(g′(T )− β2g(T )T−1) = κ(b0ξ

κ + b2η
κ)g′(T ) T − ∆

b2
g(T )κ+1T−κβ2 .

Since ξ = O(T−β2) and ω = O(T−β0), we can write this differential equation as

g′

g
=

1

T 2

β2

κ

a0ζκ0 +b2ηκ+O(T−κβ2 )

a0ζκ0 +O(T−κβ0 )
− ∆

b2
g(T )κT

−a2
b2

b2ηκ +O(T−κβ2) +O(T−1)
.

Keeping the leading terms only (where we use that κβ2, κβ0 > 1), we get the differential
equation

g′

g
= (ξ1(η) +O(max{T−1, T

−a2
b2 })) 1

T 2
for ξ1 = ξ1(η) :=

β2

κ

(
1

a0ζκ0
+

1

b2ηκ

)
.

Using the limit boundary value ξ0 = ξ0(η) = limT→∞ g(η, T ), we find the solution

g(η, T ) = ξ0e
−(ξ1+O(max{T−1,T

−a2
b2 }))T−1

= ξ0(1− ξ1T
−1 +O(max{T−2, T−κβ2}))

as required. The analogous asymptotics for ω and the constants ω0 and ω1 can be derived
by changing the time direction and the roles (a0, a2) ↔ (b2, b0), and also by the relation
ξuηv+κc2 ∼ ζu+κ

0 ωvc0 from (17):

ω0(η) := c
−1/v
0

(∫ ∞
0

dM

M
1− 1

β2 (c0Mκ + c2)
1
κβ0

+ 1
κβ2

)β0
and ω1(η) :=

β0

κ

(
1

b2ζκ0
+

1

a0ηκ

)
.

This concludes the proof. �

Recall that the strip {ϕ = n} is bounded by the unstable curve W u = {y = η0}
forming the upper boundary of Q, its preimage Φ−1({y = η0}) (see f−1(W u) in Figure 1)
and the stable curves through the points ξ(η0, n) and ξ(η0, n − 1). Let η1 be such that
Φ−1({y = η0}) intersect the vertical axis at (0, η1). Proposition 2.1 gave us the estimates
for ξ(η, n) for η0 ≤ η ≤ η1. Therefore, the remaining step is to pass from the Lebesgue
measure m(ϕ = n) to the SRB-measure µ(ϕ = n).

Proof of Theorem 1.2. Every local unstable leaf W u intersects the local stable leaf
W s of p in a unique point (0, y), so we parametrise these local unstable leaves as W u(y).
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Also the conditional measure µuWu(y) is absolutely continuous w.r.t. Lebesgue, so we can

write dµuWu(y) = h(x, y)dmu
Wu(y), and in fact h(x, y) is Cκ+1 times differentiable in x (see

[HY95, Proposition 3.1]). We decompose dµ = dµuWu(y)dµ
s and obtain

µ(ϕ > n) =

∫ η1

η0

∫
Wu(y)

1{ϕ>n}dµ
u
Wu(y) dµ

s(y)

=

∫ η1

η0

∫
Wu(y)

1{ϕ>n}hWu(y)(x, y) dmu
Wu(y)(x) dµs(y).

Use the Taylor expansion to approximate the inner integral. Define hj(y) := ∂j

∂xj
hWu(y)(0, y),

so that hWu(y)(x, y) =
∑κ−1

j=0
1
j!hj(y)xj + O(xκ). Integration over 0 ≤ x ≤ ξ(y, n) =

ξ0(y)n−β2(1− ξ1(y)n−1 +O(max{n−2, n−κβ2})) gives∫ ξ(y,n)

0
hWu(y)(x, y) dmu

Wu(y)(x) =

κ∑
j=1

1

j!
hj−1(y)ξj0(y)n−jβ2

−
κ∑
j=1

1

(j − 1)!
hj−1(y)ξj0(y)ξ1(y)n−(jβ2+1) + O(max{n−(2+β2), n−(κ+1)β2}).

Next we integrate over y ∈ (η0, η1) and obtain

µ(ϕ > n) =

κ∑
j=1

Hjn
−jβ2 −

κ∑
j=1

Ĥjn
−(jβ2+1) + O(max{n−(2+β2), n−(κ+1)β2}),

for Hj = 1
j!

∫ η1
η0
hj−1(y)ξj0(y) dµs(y) and Ĥj = 1

(j−1)!

∫ η1
η0
hj−1(y)ξj0(y)ξ1(y) dµs(y). This

completes the proof. �

2.4 The effect of small perturbations

To prove that the regular variation established in Proposition 2.1 is robust under pertur-
bations of the vector field, we perturb X from (4) to obtain

X̃ =

(
X̃1

X̃2

)
=

(
x(a0x

κ + a2y
κ +O(|(x, y)|κ+1))

−y(b0x
κ + b2y

κ +O(|(x, y)|κ+1))

)
, (22)

so that |X̃ −X| = O(|(x, y)|κ+1). The quantity ξ(η, T ) then becomes ξ̃(η, T ) and the goal
is to show that ξ̃(η, T ) is still regularly varying.

Proposition 2.2 Consider a Cκ+1 vector field of local form (22) with a0, a2, b0, b2 ≥ 0

and ∆ 6= 0. Recall that β2 = a2+b2
κb2

and β∗ = 1
κ min

{
1, a2b2 ,

b0
a0

}
. Then the asymptotics of

the perturbed version of ξ(η, T ) is

ξ̃(η, T̃ ) = ξ0(η)T̃−β2(1 +O(T̃−β∗ , T−
1
κ log T )).

as T →∞, and ξ0(η) is as in Proposition 2.1.

Proof. As before, let ξ = ξ(η, T ) be such that for the unperturbed flow, ΦT (ξ, η) =
(ζ0, ω(η, T )). Proposition 2.1 gives the asymptotics of ξ(η, T ) as T → ∞. At the same
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time, under the perturbed flow associated to (22), ΦT̃ (ξ, η) = (ζ0, ω̃(η, T̃ )) for some T̃ .
Therefore we can write ξ(η, T ) = ξ̃(η, T̃ ), and once we estimated T̃ as function of T , we
can express ξ̃(η, T̃ ) explicitly as function of T̃ . We follow the argument of the proof of
Proposition 2.1, keeping track of the effect of the perturbations.

The perturbed first integral: To start, we construct a first integral L̃ on Q = [0, ζ0]×
[0, η0] by defining

L̃(Φ̃t(δ, δ)) = L(δ, δ) =

{
δu+v+κ(a0v + b2

u ) if ∆ > 0,

δ−(u+v+κ)(a0v + b2
u )−1 if ∆ < 0,

for 0 < δ ≤ min{ζ0, η0} and t ∈ R. (We continue the argument for the case ∆ > 0; the
other case goes analogously.)

By construction, L̃ is constant on integral curves of ż = X̃(z). Because X̃ is Cκ+1, the
integral curves are Cκ+1 curves, and form a Cκ+1 foliation of P0, see e.g. [T12, Theorem
2.10]. Note that the coordinate axes consist of the stationary point (0, 0) and its stable
and unstable manifold; we put L̃(x, 0) = L̃(0, y) = 0. Then L̃ is continuous on Q and
Cκ+1 on the interior of Q.

Now we compare L̃ with L on a small neighbourhood U of Φ−1(Q)∪Q∪Φ1(Q). Take
y0 = η0 and x0 = x0(δ) such that the integral curve of ż = X(z) through z0 := (x0, y0)
intersects the diagonal at (δ, δ). Then the integral curve of ż = X̃(z) through z0 intersects
the diagonal at (δ̃, δ̃) for some δ̃ = δ̃(δ), see Figure 3.

x

y

•z

•δ
•δ̃

x̃(δ) x

y

•z

•δ •δ̃

x̃(δ)

Figure 3: Solutions of (24) and (25), starting from the same point z = (x, y). The left and
right panel refer to the cases δ̃ > δ and δ̃ < δ respectively.

Therefore

L̃(z) = L̃(δ̃, δ̃) = L(δ, δ)

(
δ̃

δ

)u+v+κ

= L(z)

(
δ̃

δ

)u+v+κ

. (23)

Estimating δ̃/δ: Parametrise the integral curve ofX through z0 as (x(y), y) for min{δ, δ̃} ≤
y ≤ y0. (So x ≤ y; the case y ≤ x can be dealt with by switching the roles of x and y.)
Then by (4):

x′(y) = −x(a0x
κ + a2y

κ)

y(b0xκ + b2yκ)
. (24)
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For the perturbed vector field (22) we parametrise the integral curve of through z0 as
(x̃(y), y) and we have the analogue of (24):

x̃′(y) = −
x̃(a0x̃

κ + a2y
κ +

∑κ+1
j=0 âj x̃

jyκ+1−j + o(|(x̃, y)|κ+1))

y(b0x̃κ + b2yκ +
∑κ+1

j=0 b̂j x̃
jyκ+1−j + o(|(x̃, y)|κ+1))

. (25)

Since x ≤ y, the O-terms can be written as O(yκ+1). Combining (24) and (25) we obtain

x̃′(y) = − x̃(a0x̃
κ + a2y

κ)

y(b0x̃κ + b2yκ)
(1 + q0x̃+ q2y + o(|(x̃, y)|)) = x′(y)(1 + q0x+ q2y + o(|(x̃, y)|)).

We will neglect the term o(|(x̃, y)|) because they can be absorbed in the big-O terms at
the end of the estimate. Integration over [δ, y0] gives

x̃(y0)− x̃(δ) = x(y0)− x(δ) + q0

∫ y0

δ
x′(y)x(y) dy + q2

∫ y0

δ
x′(y)y dy.

Since x̃(y0) = x(y0) = x0 and x(δ) = δ, this simplifies to

x̃(δ)− δ = −q0

2

∫ y0

δ
(x2(y))′ dy − q2

∫ y0

δ
(x(y)y)′ dy + q2

∫ y0

δ
x(y) dy

=
q0

2
(δ2 − x2

0) + q2

(
δ2 − x0y0 +

∫ y0

δ
x(y) dy

)
. (26)

We solve for x from xuyv(a0v x
κ + b2

u y
κ) = L(x, y) = L(δ, δ) = δu+v+κ(a0v + b2

u ):

x = x(y) = δ
u+v+κ
u y−

v+κ
u (1 +

ua0

vb2
)
1
u (1 +

c0

c2

xκ

yκ
)−

1
u

= (c2 + c0)
1
u (c2 + c0

xκ

yκ
)−

1
u︸ ︷︷ ︸

U(y)

δ
1+

a2
b2 y
−a2
b2 . (27)

In particular,

x0 = x(y0) = δ
1+

a2
b2 (1 +

c0

c2
)
1
u y
−a2
b2

0 (1 +O(δ
κ(1+

a2
b2

)
)).

Combine the first two factors of (27) to U(y) := (c2 + c0)
1
u (c2 + c0

xκ

yκ )−
1
u ∈ [1, (1 + c0

c2
)
1
u ].

Note that limy→δ U(y) = 1, and U(y) is differentiable. Using (24) and (27) we compute
the derivative

U ′(y) =
∆c0

b2

U(y)

b2 + b0(xy )κ
1

y
(
x

y
)κ =

∆c0

b2
δ
κ(1+

a2
b2

) U(y)κ+1

b2 + b0(xy )κ
y
−κ(1+

a2
b2

)−1
.

Next we integrate by parts (assuming first that a2
b2
6= 1):∫ y0

δ
x(y) dy = δ

1+
a2
b2

∫ y0

δ
U(y)y

−a2
b2 dy =

b2
b2 − a2

(
U(y0)δ

1+
a2
b2 y

1−a2
b2

0 − δ2

)
− ∆c0

b2 − a2
δ

(κ+1)(1+
a2
b2

)
∫ y0

δ

U(y)κ+1

b2 + b0(xy )κ
y

1−(κ+1)(1+
a2
b2

)
dy︸ ︷︷ ︸

I

.
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Since 1
b2+b0

≤ U(y)κ+1

b2+b0(x
y

)κ ≤
1
b2

(1 + c0
c2

)
κ+1
u and U(y)κ+1

b2+b0(x
y

)κ →
1

b2+b0
as y → δ, there are

constants Ĉ1, Ĉ2 ∈ R such that the final term in the above expression is

I = Ĉ1δ
2 + Ĉ2δ

(κ+1)(1+
a2
b2

)
y

2−(κ+1)(1+
a2
b2

)

0 +O(δ3).

For the case a2
b2

= 1, a similar computation gives∫ y0

δ
x(y) dy = Ĉ3δ

2 log δ+Ĉ4δ
2 log y0 +Ĉ5δ

2(κ+1)y−2κ
0 log y0 +Ĉ6δ

2(κ+1)y−2κ
0 +O(δ3 log δ),

for some generically nonzero Ĉ3, Ĉ4, Ĉ5, Ĉ6 ∈ R.
By (25), the derivative x̃′(δ) = a0+a2

b0+b2
+ O(δ). Since δ̃ lies between δ and x̃(δ) (see

Figure 3), we have

|x̃(δ)−δ| = |x̃(δ)−δ̃|+|δ̃−δ| =
(

1 +
a0 + a2

b0 + b2
+O(δ)

)
|δ̃−δ| = c0 + c2 +O(δ)

b0 + b2
|δ̃−δ|. (28)

Later in the proof we need the quantity

ψ(δ) :=

(
δ̃

δ

)u+v+κ

− 1 = (u+ v + κ)
δ̃ − δ
δ

+O

(
|δ̃ − δ|2

δ2

)
.

Writing |δ̃ − δ| in terms of |x̃(δ)− δ| using (28), and combining with the above estimates
for |x̃(δ)− δ|, we find

ψ(δ) = C1δ + C2δ
a2
b2 y

1−a2
b2

0 + C3δ
1+

a2
b2 y
−a2
b2

0 + C4δ
1+

2a2
b2 y

− 2a2
b2

0

+ Clogδ log δ +O(δ2, δ
2a2
b2 ) (29)

for (generically nonzero) constants C1, C2, C3, C4 ∈ R and Clog is only nonzero if a2
b2

= 1.

For the region {x ≥ y} (containing the point (x1, y1) := (ζ0, ω̃(η, T̃ ))) we reverse the
roles a2, b2, x0, y0 ↔ b0, a0, y1, x1. This gives

ψ(δ) = Ĉ1δ + Ĉ2δ
b0
a0 x

1− b0
a0

1 + Ĉ3δ
1+

b0
a0 x
− b0
a0

1 + Ĉ4δ
1+

2b0
a0 x

− 2b0
a0

1

+ Ĉlogδ log δ +O(δ2, δ
2b0
a0 ),

for (generically nonzero) constants Ĉ1, Ĉ2, Ĉ3, Ĉ4 ∈ R and Ĉlog is only nonzero if b0
a0

= 1.
Combining with (29) gives

ψ(δ) =

{
O(δ log 1/δ) if min{a2b2 ,

b0
a0
} = 1,

O(δa∗) otherwise, with a∗ = min{1, a2b2 ,
b0
a0
}.

(30)

Estimate of T̃ : Now let z0 = (x0, y0) = (ξ(η, T ), η) = (ξ̃(η, T̃ ), η) be the point such that

ΦT (z0) = (ζ0, ω(η, T )) under the unperturbed flow and Φ̃T̃ (z0) = (ζ0, ω̃(η, T̃ )) under the
perturbed flow. We estimate T̃ in terms of T .

Combining the estimate for ξ(η, T ) from Proposition 2.1 with L(δ, δ) = L(ξ(η, T ), η),
we can find the relation between δ and T :

δ = δ0T
− 1
κ (1 +

ξ1

κβ2
T−1 +O(T−2, T−κβ2)), (31)
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for δ0 = ξ
1
κβ2
0 η

1− 1
κβ2 ( c2

c0+c2
)

1
u+v+κ .

For M = y/x, computations analogous to (13) show that there is Ψ = Ψ(x,M) =
O(1 +Mκ+1) such that

Ṁ = −M(c0 + c2M
κ + xΨ)xκ.

For every (x, y) = (x, xM) on the Φ̃-trajectory of z0 (i.e., level set of L̃), we have

ξuηv(
a0

v
ξκ +

b2
u
ηκ)(1 + ψ(ξ, η)) = xu+v+κMκ(

a0

v
+
b2
u
Mκ)(1 + ψ(x, xM)).

This gives the analogue of (14):

Ṁ = −CξM
1− 1

β0 (c0 + c2M
κ + xΨ(x,M))

1
κβ0

+ 1
κβ2

(
1 + ψ(x, y)

1 + ψ(ξ, η)

)1− 1
κβ0
− 1
κβ2

, (32)

where Cξ is as in (15). To estimate T̃ , we take some increasing function δ ≤ ρ(δ) ≤ δ1/2

such that δ = o(ρ(δ)) and divide the trajectory Φ̃t(z0) = (x̃(t), ỹ(t)) of z0 into three parts
separated by:

T̃1 = min{t > 0 : ỹ(t) = ρ(δ)}, T̃2 = max{t < T̃ : x̃(t) = ρ(δ)}, (33)

and let T1, T2 be the analogous quantities for the unperturbed trajectory. We compute

T1 =

∫ ρ(δ)

y0

dy

ẏ
=

∫ ρ(δ)

y0

dy

−y(a2x(y)κ + b2yκ)
= O(ρ(δ)−κ).

Similarly, using x̃(y)/x(y) = 1 +O(ψ(δ)) as in (27),

T̃1 − T1 =

∫ ρ(δ)

y0

1 +O(y)

−y(a2x̃(y)κ + b2yκ)
− 1

−y(a2x(y)κ + b2yκ)
dy

=

∫ ρ(δ)

y0

O(y)(1 +O(ψ(δ)))

−y(a2x(y)κ + b2yκ)
dy = O(ρ(δ)1−κ).

This gives

T̃1 = T1(1 +O(T
− 1
κ

1 )) and T̃ − T̃2 = (T − T2)(1 +O(ρ((T − T2)−
1
κ ))) (34)

by a similar computation for T − T2 =
∫ ζ0
ρ(δ)

dx
ẋ , etc.

Finally, for T̃1 < t < T̃2, we have ψ(x, y) = O(δα∗ , δ log(1/δ)) by (30), and xΨ(x,M) =
O(x+ yMκ) = (1 +Mκ)O(ρ(δ)). Therefore

T̃2 − T̃1 =

∫ M(T̃1)

M(T̃2)

(
1 + O(x+yMκ)

c0+c2Mκ

) 1
κβ0

+ 1
κβ2

CξM
1− 1

β0 (c0 + c2Mκ)
1
κβ0

+ 1
κβ2

(
1 + ψ(x, y)

1 + ψ(ξ, η)

) 1
κβ0

+ 1
κβ2
−1

dM

=

∫ M(T̃1)

M(T̃2)

1 +O(ρ(δ))

CξM
1− 1

β0 (c0 + c2Mκ)
1
κβ0

+ 1
κβ2

(1 +O(δα∗ , δ log(1/δ))) dM

= (T2 − T1)(1 +O(ρ(δ), δα∗ , δ log(1/δ))).

Choosing ρ(δ) = δ log(1/δ), and using (31) gives

T̃2 − T̃1 = (T2 − T1)(1 +O(T−
α∗
κ , T−

1
κ log T )).

Combining this with (34) gives T̃ = T (1 +O(T−β∗ , T−
1
κ log T )) for β∗ = 1

κ min{1, a2b2 ,
b0
a0
}.

The estimate of Proposition 2.1 now gives ξ̃(η, T̃ ) = ξ0(η)T̃−β2(1 + O(T̃−β∗ , T̃−
1
κ log T̃ ))

as claimed. �
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2.5 Regular variation of µ(ϕ > n): proof of Theorem 1.1

In the next lemma, we make the step from C∞ diffeomorphism of the previous section to
Cκ+2 diffeomorphisms. The need for this approximation argument is that we do not know
a priori if a Cκ+2 diffeomorphism of form (2) is indeed the time-1 map of Cκ+1 vector
field of the form (25). It may well be so in specific cases, see [DRR81].

Lemma 2.3 Let f be Cκ+2 almost Anosov diffeomorphism of local form (2), with a0, a2, b0, b2 >

0 and ∆ 6= 0. Recall that β∗ = 1
κ min

{
1, a2b2 ,

b0
a0

}
. Then

ξ̃(η, T̃ ) = ξ0(η)T̃−β2(1 +O(T̃−β∗ , T̃−
1
κ log T )).

as N 3 T →∞, and ξ0(η) is as in Proposition 2.1.

Proof. Let f be Cκ+2 almost Anosov diffeomorphism with local form (2). Then there
is a sequence fj of almost Anosov diffeomorphisms which coincide with f outside U ⊃
Φ−1(Q) ∩ Φ1(Q), and are C∞ with local form (2) and converge to f in Cκ+2-topology
inside U . By Lemma 2.1 we can assume ∂Q consist of local stable and unstable leaves
of fj for each j. By [DRR81, Theorem B and consequence 1(ii) on page 36)], there are
C∞ vector fields of local form (3), such that the fj are the time-1 maps of their flows.
By Proposition 2.2, ξ̃j(η, T ) = ξ0,j(η)T−β2(1 + O(T−β∗)), where (as one can verify from
the proof) the O(T−β∗)-terms depend only on the first κ + 1 derivatives of the vector
field. Since fj → f in the Cκ+2-topology, these terms are uniform in j, say they are

≤ Amax{T−β∗ , T−
1
κ log T} for some A > 0 independent of j and T . Also ξ0,j → ξ0

uniformly in η.
Take jn so large that |ξ0,j − ξ0|∞ < T−1 for all j ≥ jn. Then the triangle inequality

gives

|ξ̃(η, T )− ξ0(η)T−β2 | ≤ (A+ 1) max{T−β∗ , T−
1
κ log T}

as required. �

Proof of Theorem 1.1. Recall the definition of η0 and η1 from the proof of Theo-
rem 1.2. Lemma 2.3 yields the estimates for ξ(η, n) for η0 ≤ η ≤ η1. Every local unstable
leaf W u intersects the stable leaf W s of p in a unique point (0, y), so we parametrise
these local unstable leaves as W u(y). Also the conditional measure µuWu(y) is absolutely

continuous w.r.t. Lebesgue, so we can write dµuWu(y) = h(x, y)dmu
Wu(y), and in fact h(x, y)

is differentiable in x. We can decompose dµ = dµuWu(y)dµ
s. Then we get

µ(ϕ > n) =

∫ η1

η0

∫
Wu(y)

1{ϕ>n}dµ
u
Wu(y) dµ

s

=

∫ η1

η0

∫
Wu(y)

hWu(y)(x, y) dmu
Wu(y)(x) dµs

=

∫ η1

η0

∫ ξ0(y)n−β2 (1+O(n−β∗ ,n−
1
κ logn))

0
hWu(y)(0, y) +

∂

∂x
hWu(y)(0, y)x+O(x2) dm(x) dµs

= n−β2
(

1 +O(max{n−β∗ , n−β2 , n−
1
κ log n})

)∫ η1

η0

ξ0(y)hWu(y)(0, y) dµs.

This proves the result for C0 =
∫ η1
η0
ξ0(y)hWu(y)(0, y) dµs. �
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3 Banach spaces estimates

In this section we verify the hypotheses in Section 1.1 for the maps described in Section 1.3.

Convention on the use of constants: Unless otherwise specified, throughout this
section C will denote a positive constant that might vary from line to line.

3.1 Notation and definitions

Since f : T2 → T2 is Markov, F = fϕ : Y → Y is also Markov. Indeed, let P be the finite
Markov partition for f (into rectangles, including P0). Then Y = ∪n≥1{ϕ = n} ∩ Pn,
where Pn is the n-th refinement of P, is a Markov partition for F . We let Yj be the
elements of Y indexed such that there is j0 such that {ϕ = n} = Yj0+n. Note that these
sets are small ‘rectangles’ with ‘wavy’ boundaries, namely two pieces of stable and two
pieces of unstable curve. The stable lengths of the elements Yj are bounded away from
zero, and so will be the admissible leaves below. Also, the image partition F (Y) := {Y ′j }
consists of ”rectangles” with wavy boundaries, again two pieces of stable and two pieces
of unstable curve.

For n ≥ 0, let Yn = {Yn,j} be the Markov partition associated with (Y, Fn). Since F
is invertible, we have F−n({Y ′n,j}) = {Yn,j}. The map Fn is smooth in the interior of each
element of Yn.

Singularities for the map F are solely created via inducing and are placed on the ’wavy’
boundaries. We let S±n be the set of such singularities for F±n.

Admissible leaves, distance between leaves: Throughout, Σ denotes the set of
admissible leaves, which consists of maximal stable leaves W s

Yj
in partition elements Yj

of Y. Such leaves can be conveniently described via charts χj : [0, Lu(Yj)] × [0, 1] → Yj ,
where Yj is an element of the Markov partition Y. Let Lu(Yj) be the length of the (largest)
unstable leaf in Yj and assume that χ−1

j maps the ’wavy’ boundaries to the boundary of
the rectangle [0, Lu(Yj)] × [0, 1]. Therefore we can stipulate that the distortion of χj is
bounded, uniformly in j. The other stable and unstable leaves in Yj map under χ−1

j to

roughly ”vertical and horizontal”7. More precisely, for any leaf W s
Yj

in a partition element
Yj ,

χ−1
j (W s

Yj ) = {(gYj ,W s
Yj

(η), η) : η ∈ [0, 1]}, (35)

where gYj ,W s
Yj

: [0, 1] → [0, Lu(Yj)] is C4 (since by assumption f is four times differen-

tiable). Writing W u for maximal unstable leaves, also let

L := inf
j

inf
Wu⊂Yj

|F (W u)|, (36)

which is positive because the images of the elements {φ = n} have uniformly long unstable
lengths.

When there is no risk of confusion, we write W := W s
Yj

. Also, we note that in the

above notation, for any (x, y) ∈ W s
Yj

, there exists η ∈ [0, 1] such that χ−1
j (W s

Yj
)(x, y) =

(gYj ,W s
Yj

(η), η). When there is no risk of confusion, we write g := gYj ,W s
Yj

.

This definition of Σ differs from the one in [DL08] (being closer to the simplification
in [LT16]) and allows for simpler arguments similar to the ones in [LT16]. This is possible
due to the Markov structure of F .

7These are still somewhat ’wavy’ curves in the square [0, Lu(Yj)]× [0, 1].
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Given the representation (35), we define the distance between leaves W, W̃ ∈ Σ such
that W ∈ Yk and W̃ ∈ Yk̃, by

d(W, W̃ ) =


supη∈[0,1] |g(η)− g̃(η)| if k = k̃;

supη∈[0,1] |g(η)− Lu(Yk)− g̃(η)|+
∑k̃−1

j=k+1 Lu(Yj) if j0 + 2 ≤ k < k̃;

∞ otherwise.

Recall here that j0 is such that {ϕ = n} = Yj0+n and an empty sum
∑k

j=k+1 is 0 by
convention.

Uniform contraction/expansion, distortion properties: Since f satisfies Def-
inition 1.1 and Remark 1.1, F is hyperbolic. That is, there exist two transversal families
of stable and unstable cones y → Cs(y), Cu(y) such that items i) and ii) hold with F
instead of f , for all y ∈ Y \ S+1. There exist λ > 1 and C > 0 such that for all n ≥ 0,
j ≥ 1 for all y ∈ Yn,j .

‖DFn(y)v‖ ≥ Cλn‖v‖,∀v ∈ Cu(y) and ‖DF−n(y)v‖ ≥ Cλn‖v‖,∀v ∈ Cs(y), (37)

where ‖ ‖ is the Euclidean norm on the tangent space Ty(Y ).
Let JWF

n be the Jacobian of Fn along the stable leaf W and let JuF
n be the Jacobian

of Fn in the unstable direction. Note that for any y ∈ Y \ S+n,

|DFn(y)| := | det(DFn(y))| = Cθ(y)JWF
n(y)JuF

n(y), (38)

where Cθ(y) is a number depending on the angle θ between the stable leaf W and unstable
leaf at the point y.

Since the family of admissible leaves Σ is transversal to the unstable leaves (with a
uniform lower bound on their angle), there exist λ ∈ (0, 1) and C > 0 independent of y
and W such that for all n ≥ 0 such that |DFn| is defined,∣∣∣|DFn|−1JWF

n
∣∣∣
∞
≤ Cλ−n, |JWFn|∞ ≤ Cλ−n (39)

Because F is hyperbolic, uniformly on all Yj , we have by (37) and e.g. [DL08, Appendix A]
that there exists some C,C ′, C ′′ > 0 such that for all Yj and all z, w in the same connected
component of Yn,j \ S+n ⊂ Yj and all W ∈ Σ,

∣∣∣ |DFn(z)|
|DFn(w)| − 1

∣∣∣ ≤ C max{d(z, w), d(Fn(z), Fn(w))},∣∣∣ JWFn(z)
JWFn(w) − 1

∣∣∣ ≤ C ′max{d(z, w), d(Fn(z), Fn(w))},∣∣∣ JuFn(z)
JuFn(w) − 1

∣∣∣ ≤ C ′′max{d(z, w), d(Fn(z), Fn(w))},

(40)

where
d(z, w) = ‖χ−1

j (z)− χ−1
j (w)‖ (41)

with ‖ ‖ denoting the Euclidean distance on [0, Lu(Yj)] × [0, 1]. Recall that Yn = {Yn,j}
is the Markov partition for Fn.

Lemma 3.1 There is a constant C > 0 such that for every W ∈ Σ and Wj = F−n(W )∩
Yn,j, ∣∣∣|DFn|−1JWjF

n
∣∣∣
∞
≤ Cm(Yn,j) and

∑
Wj∈Yn

∣∣∣|DFn|−1JWn,jF
n
∣∣∣
∞
<∞. (42)
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Proof. The Markov partition Y of the induced map F : Y → Y has elements of the form
{ϕ = n}, n ≥ 2, so still the stable lengths of partition elements are ≥ L (see (36)), and
this remains true for elements in Yn. Analogously, the unstable lengths of the elements
of the image partition Y ′n are also ≥ L.

Therefore m(Yn,j) ≈ Lu(Yn,j) and Lu(Fn(Yn,j)) ≈ 1. Let W ∈ Σ be a stable leaf and
Wj := F−n(W )∩Yn,j . Recall that | det(DFn(y))| = Cθ(y)JWF

n(y)JuF
n(y), where Cθ(y)

is as in (38). These together with the distortion control (40) of the unstable derivatives,
give ∣∣∣|DFn|−1JWjF

n
∣∣∣
∞
≈
∣∣∣(JuFn|Wj

)−1∣∣∣
∞
≈ Lu(Yn,j)

L
≈ Lu(Yn,j) ≈ m(Yn,j).

Now to sum over all pieces Wj of F−n(W ), note that each Wj lies in a separate element
Yn,j . Therefore, there is C > 0 such that∑

j

∣∣∣|DFn|−1JWjF
n
∣∣∣
∞
≤ C

∑
j

m(Yn,j) ≤ m(Y ) <∞,

as required. �

Test functions: In what follows, for W ∈ Σ and q ≤ 1 we denote by Cq(W ) the
Banach space of complex valued functions on W with Hölder exponent q and norm

|φ|Cq(W ) = sup
z∈W
|φ(z)|+ sup

z,w∈W

|φ(z)− φ(w)|
d(z, w)q

.

Note that for a given Wj ∈ Σ∩Yj , Cq(W ) is isomorphic to Cq([0, 1]) via the identification
of the domain given by the representation via charts in (35). Throughout we will use such
an identification without further notice. In particular, given φ ∈ Cq([0, 1]) we still call φ
the corresponding function in Cq(W s

Yj
) and using (35) we write∫

Wj

hφ dm =

∫ 1

0
h ◦ χj(g(η), η)φg(η)

√
1 + g′(η)2 dη, (43)

where φg(η) = φ(g(η), η) and
√

1 + g′(η)2 dη is essentially the arc length (Lebesgue)
measure on χ−1

j (Wj).

Remark 3.1 Note that we use m both for the one dimensional and two dimensional
Lebesgue measure.

Definition of the norms: Given h ∈ C1(Y,C), define the weak norm by

‖h‖Bw := sup
W∈Σ

sup
|φ|C1(W )≤1

∫
W
hφ dm. (44)

Given q ∈ [0, 1) we define the strong stable norm by

‖h‖s := sup
W∈Σ

sup
|φ|Cq(W )≤1

∫
W
hφ dm. (45)
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Finally, recalling (37) we define the strong unstable norm by

‖h‖u := sup
`

sup
W,W̃∈Σ∩Y`

sup
|φ|
C1(W )

,|φ|
C1(W̃ )

≤1

d(φ,φ̃)≤d(W,W̃ )

1

d(W, W̃ )

∣∣∣∣∫
W
hφ dm−

∫
W̃
hφ dm

∣∣∣∣ , (46)

where
d(φ, φ̃) = |φ ◦ χ`(g(η), η)− φ̃ ◦ χ`(g̃(η), η)|C1([0,1]).

The strong norm is defined by ‖h‖B = ‖h‖s + ‖h‖u.

Definition of the Banach spaces: We will see in Lemma 3.2 that ‖h‖Bw + ‖h‖B ≤
C‖h‖C1 . We then define B to be the completion of C1 in the strong norm and Bw to be
the completion in the weak norm.

The spaces B and Bw defined above are simplified versions of functional spaces defined
in [DL08] (adapted to the setting of (2)). The main difference in the present setting is the
simpler definition of admissible leaves and the absence of a control on short leaves. This
is possible due to the Markov structure of the diffeomorphism.

3.2 Embedding properties: verifying (H1)(i)

The next result shows that (H1)(i) holds for B,Bw as described above.

Lemma 3.2 [LT16, Lemma 7.2] For all q ∈ (0, 1) in definition (45) we have8

C1 ⊂ B ⊂ Bw ⊂ (C1)′.

Moreover, the unit ball of B is relatively compact in Bw.

Proof. By the definition of the norms it follows that ‖ · ‖Bw ≤ ‖ · ‖s ≤ ‖ · ‖B. From this
the inclusion B ⊂ Bw follows.

Using (43), for each h, φ ∈ C1 and for each j and W, W̃ ∈ Yj ∈ Y,

|
∫
W
hφ dm−

∫
W̃
hφ dm|

=
∣∣∣ ∫ 1

0
h ◦ χj(g(η), η)

√
1 + g′(η)2 φg(η)− h ◦ χj(g̃(η), η)

√
1 + g̃′(η)2 φg̃(η) dη

∣∣∣
≤
∣∣∣ ∫ 1

0

(
h ◦ χj(g(η), η)− h ◦ χj(g̃(η), η)

)√
1 + g′(η)2 φg(η) dη

∣∣∣
+
∣∣∣ ∫ 1

0
h ◦ χj(g̃(η), η)

(√
1 + g′(η)2 −

√
1 + g̃′(η)2

)
φg(η) dη

∣∣∣
+
∣∣∣ ∫ 1

0
h ◦ χj(g̃(η), η)

√
1 + g̃′(η)2(φg(η)− φg̃(η)) dη

∣∣∣
≤ C‖h‖C1‖φ‖C0( sup

η∈[0,1]
|χ(g(η), η)− χ(g̃(η), η)|+ |g′ − g̃′|∞)

+ C ′‖h‖C0 sup
η∈[0,1]

|φg(η)− φg̃(η)|

≤ C(‖h‖C1‖φ‖C0 + ‖h‖C0‖φ‖C1)d(W, W̃ ). (47)

8Here the inclusion is meant to signify a continuous embedding of Banach spaces.
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The above implies that ‖h‖u ≤ C‖h‖C1 . Thus C1 ⊂ B.
The other inclusion is an immediate consequence of Proposition 3.1, an analogue

of [DL08, Lemma 3.3]. The injectivity follows from the injectivity of the standard in-
clusion of C1 in (C1)′.

Next, we need to show that the unit ball B1 of B has compact closure in Bw. Note
that it suffices to show that it is totally bounded, i.e., for each ε > 0, it can be covered
by finitely many ε-balls in the Bw norm.

For any ε > 0, let Nε be a finite collection of leaves in Σ such that for any W ∈ Σ,
there exists W̃ ∈ Nε with d(W, W̃ ) ≤ ε. Let Nε := #(Nε) ≤ K/ε for some constant K
independent of ε. Say Nε = {W̃j}Nεj=1. By (47) together with ‖h‖u ≤ C|h|C1 , for every

W ∈ Σ and test function φ ∈ C1 with |φ|C1 ≤ 1, there exists W̃ ∈ Nε such that∣∣∣∣∫
W
hφ dm−

∫
W̃
hφ dm

∣∣∣∣ ≤ ε‖h‖u.
On the other hand, by the Arzelà-Ascoli theorem, for each ε > 0 there exist a finite
collection {φi}Mε

i=1 ⊂ C1([0, 1]) which is Cq ε-dense in the unit ball of C1. Accordingly, for
each φ ∈ C1 with |φ|C1 ≤ 1 and for every W ∈ Σ and W̃ ∈ Nε such that d(W, W̃ ) ≤ ε,
there exists φi such that∣∣∣∣∫

W
hφ dm−

∫
W̃
hφi dm

∣∣∣∣ ≤ ∣∣∣∣∫
W
h(φ− φi) dm

∣∣∣∣+

∣∣∣∣( ∫
W
−
∫
W̃

)
hφi dm

∣∣∣∣
≤ C‖h‖Bw |φ− φi|C1 + Cε‖h‖u ≤ 2Cε‖h‖B. (48)

Let Kε : Bw → CMεNε be defined by [Kε(h)]i =
∫
W̃j
hφi dm for some j ∈ {1, . . . , Nε}.

Clearly, Kε is a continuous map. Since the image of the unit ball B1 under Kε is contained
in {a ∈ CMεNε : |aij | ≤ 1}, it has a compact closure. Hence, there exists finitely many
ak ∈ CMεNε such that the sets

Uk,ε =

{
h ∈ Bw :

∣∣∣∣∣
∫
W̃j

hφi dm− akij

∣∣∣∣∣ ≤ ε, ∀i, j
}

cover B1. To conclude note that if h1, h2 ∈ Uk,ε, then, by (48), there exist i and W̃ such
that ∣∣∣∣∫

W
(h1 − h2)φdm

∣∣∣∣ ≤
∣∣∣∣∣
∫
W̃j

(h1 − h2)φi dm

∣∣∣∣∣+ 2Cε‖h1 − h2‖B

≤

∣∣∣∣∣
∫
W̃j

h1φi dm− akij

∣∣∣∣∣+

∣∣∣∣∣
∫
W̃j

h2φi dm− akij

∣∣∣∣∣+ 4Cε

≤ 4(C + 1)ε.

This means that each Uk,ε is contained in a 4(C + 1)ε-ball in the Bw norm and the con-
clusion follows. �

3.3 Verifying (H2)

The first step in verifying (H2) is
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Proposition 3.1 For any j ≥ 1, let Yj ∈ Y. Let W, W̃ ∈ Σ ∩ Yj and write W =
{χj(g(η), η) : η ∈ [0, 1]} and W̃ = {χj(g̃(η), η) : η ∈ [0, 1]}. Let E = {χj(y, η) : g(η) ≤
y ≤ g̃(η), η ∈ [0, 1]} and note that 1E |W ∗ is constant on any W ∗ ∈ Σ ∩ Yj. Then for any
such set E, for all φ ∈ C1(Yj) and for all h ∈ Bw, we have 1Eh ∈ Bw. Moreover,

|〈1Eh, φ〉| ≤ ‖h‖Bw |φ|C1m(E).

Proof. First note that on any Yj ∈ Y, the Lebesgue measure m can be decomposed
according to the collection Wj = {W`} of stable leaves on Yj . That is, there exists a
measure ν on Wj such that for any ψ ∈ L1(m)∫

Yj

h dm =

∫
Wj

dν

∫
W`

h dm.

Let h ∈ C1 and consider v ∈ L∞ such that v|W is constant for any W ∈ Σ. Using (43),
we have that∣∣∣∣∫

Y
hvφ dm

∣∣∣∣ ≤∑
j

∫
Wj

|v|dν
∣∣∣∣∫
W`

hφ dm

∣∣∣∣
≤
∑
j

∫
Wj

|v|dνj
∣∣∣∣∫ 1

0
h ◦ χj(g(η), η))φ̃(η)

√
1 + g′2(η) dη

∣∣∣∣
≤ ‖h‖Bw |φ|C1‖v‖L1 .

To see that 1Eh ∈ Bw note that E is a union of unstable leaves (between W and W̃ ) and
that the following are the only possibilities:

• If W ∈ Σ but W 6⊂ E then
∫
W 1Ehφ dm = 0;

• If W ∈ Σ ∩ E then
∫
W 1Ehφ dm =

∫
W hφ dm, so ‖1Eh‖Bw ≤ ‖h‖Bw .

Also, from the previous displayed equation with v = 1E , we obtain that

|〈1Eh, φ〉| ≤ ‖h‖Bw‖φ‖C1(Yj)m(E)

as required. �

Note that the connected components of {ϕ = n} satisfy the assumption on the set E
in the statement of Proposition 3.1. Therefore∣∣∣∣∫

E
h dm

∣∣∣∣ ≤ ‖h‖Bwm(E).

We still need to argue that the same is true with µ instead of m on the right hand side. Let
Wu, Ws be the collection of unstable, stable, respectively, leaves restricted to E. There
exists measures νs on Ws and νu on Wu such that for any W s ∈ Ws and W u ∈ Wu,∣∣∣ ∫

E
h dm

∣∣∣ =
∣∣∣ ∫
Ws

dνs
∫
W s

h dm|W s

∣∣∣ ≤ ‖h‖B∣∣∣ ∫
Ws

∫
W s

dm|W s dνs
∣∣∣

= ‖h‖B
∣∣∣ ∫

E
dm
∣∣∣ = ‖h‖B

∣∣∣ ∫
Wu

∫
Wu

dm|Wu dνu
∣∣∣

Since µ is absolutely continuous w.r.t. m on the unstable leaves with density bounded
away from 0, there exist C such that C−1 ≤ dµ|Wu

dm|Wu
. Thus,∣∣∣ ∫

E
h dm

∣∣∣ ≤ ‖h‖B∣∣∣ ∫
Wu

∫
Wu

dµ|Wu dνu
∣∣∣ = C‖h‖B

∣∣∣ ∫
E
dµ
∣∣∣ = C‖h‖Bµ(E).
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3.4 Transfer operator: definition

If h ∈ L1(m), then R : L1(m)→ L1(m) acts on h by∫
Y
Rh · v dm =

∫
Y
h · v ◦ F dm, v ∈ L∞.

By a change of variables we have

Rh = 1Y h ◦ F−1|DF−1|, (49)

where |DF−1| = | det(DF−1)|. Note that, in general, RC1 6⊂ C1, so it is not obvious that
the operator R has any chance of being well defined in B. The next lemma addresses this
problem, using the existence of the Markov partition.

Lemma 3.3 With the above definition, R(C1) ⊂ B.

Proof. Using the notation introduced at the beginning of Section 3.1, we have F (Y ) =
∪jY ′j . Moreover, both F−1 and det(DF−1) are C1 on each Y ′j . For each j ∈ N, Y ′j is
bounded by the stable curves γ0, γ1 defined via (35) by

γ0(η) = χj((g
0
j (η), η)), γ1(η) = χj((g

1
j (η), η)), η ∈ [0, 1].

In particular, the above representation implies that |γ′0|∞, |γ′1|∞ < ∞. Thus, we can
consider a sequence of ψ̄n ∈ C1

0 (R, [0, 1]) that converges monotonically to 1[0,1].
Next, note that for every stable leaf W ∈ Σ, F−1W = ∪jWj where Wj = F−1W ∩ Yj

are (possibly infinitely many) stable leaves. With this notation, given the sequence ψ̄n
introduced above, we define ψ̃n,Wj (χj(g(η)), η) := ψ̄n(η). With these specified, we further

define the function ψn = ψ̃n,Wj (g(η), η) ◦ F−1 · 1F (Y ) and note that ψn is smooth and
converges monotonically to 1W . For h ∈ C1, let

Hn = ψnh ◦ F−1|DF−1| ∈ C1,

and compute that9∣∣∣∣∫
W

[Rh−Hn]φ

∣∣∣∣ dm ≤∑
j

∫
Wj

|h|
∣∣∣|DF |−1JWjF

∣∣∣ |φ ◦ F | |1Wj − ψ̃n,Wj | dm

≤ |h|∞‖φ‖∞
∑
j

∣∣∣|DF |−1JWjF
∣∣∣
∞

∫
Wj

|1Wj − ψ̃n,Wj | dm.

By (43) and the fact that ψ̃n,Wj (g(η), η) = ψ̄n(η),∫
Wj

|1Wj − ψ̃n,Wj | ≤
∫ 1

0
|1− ψ̄n(η)|

√
1 + g′(η)2 dη ≤ C

∫ 1

0
|1− ψ̄n(η)| dη.

Thus, ∣∣∣∣∫
W

[Rh−Hn]φdm

∣∣∣∣ ≤ C‖h‖∞‖φ‖∞ ∫ 1

0
|1− ψ̄n(η)| dη

∑
j

∣∣∣|DF |−1JWjF
∣∣∣
∞
.

9Since Wj ⊂ Y , F (Wj) ⊂ F (Y ). Thus, when restricted on Wj , 1F (Y ) ◦ F |Wj = 1Wj .
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By (42), the sum is convergent and thus, |
∫
W [Rh−Hn]φdm| converges to zero as n→∞.

As a consequence, Hn converges to Rh in Bw and limn→∞ ‖Rh−Hn‖s = 0.
It remains to check the unstable norm. Let φ such that |φ|C1(Y ) ≤ 1. Using (43), for

any W, W̃ ∈ Yj and for any j ≥ 1 we compute that∣∣∣ ∫
W

[Rh−Hn]φdm−
∫
W̃

[Rh−Hn]φdm
∣∣∣

≤
∑
j

∫ 1

0

∣∣∣h ◦ χj(gj(η), η)|DF ◦ χj(gj(η), η)|−1JWjF ◦ χj(gj(η), η)φ ◦ F ◦ χj(gj(η), η)

− h ◦ χj(g̃j(η), η)|DF ◦ χj(g̃j(η), η)|−1JWjF ◦ χj(g̃j(η), η)φ ◦ F (g̃j(η), η)
∣∣∣ ∣∣1− ψ̄n(η)

∣∣ dη.
Using that h, φ ∈ C1, recalling (39)10 and the fact that |g − g̃|∞ = d(W, W̃ ) we obtain
that for some C > 0,∣∣∣∣∫
W

[Rh−Hn]φdm−
∫
W̃

[Rh−Hn]φdm

∣∣∣∣ ≤ Cd(W, W̃ )

∫ 1

0

∣∣1− ψ̄n(η)
∣∣ dη ∑

j

∣∣∣|DF |−1JWjF
∣∣∣
∞

and we conclude using (42). �

3.5 Lasota-Yorke inequality and compactness: verifying (H5)(i)
and (H1)(ii).

The next lemma is the basic result on which all the theory rests.

Proposition 3.2 (Lasota–Yorke inequality) For each z ∈ D, n ∈ N and h ∈ C1(Y )
we have

‖R(z)nh‖Bw ≤ C|z|n‖h‖Bw ,

‖R(z)nh‖B ≤ λ−nq|z|n‖h‖B + C|z|n‖h‖Bw .

Proof. Write ϕn =
∑n−1

k=0 ϕ ◦ F k and note that R(z)nh = Rn(zϕnh). Given W ∈ Σ,
write F−n(W ) = ∪j∈NWj . Let W = {Wj}j∈N ⊂ Σ be the collections of the connected
components of F−n(W ); each Yn,j ∈ Yn contains at most one Wj . For a test function
φ ∈ C1, we have∫

W
(R(z)nh)φdm =

∫
W
zϕn◦F

−n
1Fn(Y )h ◦ F−n|DF−n|φdm

=
∑
Wj∈W

∫
Wj

zϕn1Fn(Y )h
JWjF

n

|DFn|
φ ◦ Fn dm.

Since ϕn is constant on the elements Yn,j of Yn and ϕn ≥ n, we have |zϕn | ≤ |z|n. The
same is true for zϕn◦F

n
, that is |zϕn◦Fn | ≤ |z|n. Let φ ∈ C1 such that |φ|C1(W ) ≤ 1 and

compute that∣∣∣∣∫
W

(R(z)nh)φdm

∣∣∣∣ ≤ ∑
Wj∈W

∣∣∣∣∣
∫
Wj

zϕnhφ ◦ Fn
JWjF

n

|DFn|
dm

∣∣∣∣∣
≤

∑
Yn,j∈Yn

‖h‖Bw
∣∣∣∣φ ◦ FnJWjF

n

|DFn|

∣∣∣∣
C1(Wj)

|z|n.

10Here we also use that for η ∈ [0, 1], |DF (gj(η), η)|−1JWjF (gj(η), η)| ≤
∣∣∣|DF |−1JWjF

∣∣∣
∞

.
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Weak norm: W.r.t. the C0 norm, we have∣∣∣JWjF
n

|DFn|
φ ◦ Fn

∣∣∣
C0(Wj)

≤ |φ ◦ Fn|C0(Wj)

∣∣∣|DFn|−1JWjF
n
∣∣∣
∞
.

W.r.t. the C1 norm, we have∣∣∣JWjF
n

|DFn|
φ ◦ Fn

∣∣∣
C1(Wj)

≤ ||DFn|−1JWjF
n|C1(Wj)|φ ◦ F

n|C0(Wj)

+ ||DFn|−1JWjF
n|C0(Wj)|φ ◦ F

n|C1(Wj).

By definition,

|φ ◦ Fn|C1(Wj) = sup
z∈Wj

|φ ◦ Fn(z)|+ sup
z,w∈Wj

|φ ◦ Fn(z)− φ ◦ Fn(w)|
d(Fn(z), Fn(w))

.

But for z, w ∈Wj ,

|φ ◦ Fn(z)− φ ◦ Fn(w)|
d(Fn(z), Fn(w))

d(Fn(z), Fn(w))

d(z, w)
≤ C|φ|C1(W )|JWjF

n|C1(Wj) ≤ λ
−n|φ|C1(W ),

(50)
where in the last inequality we have used (39). Hence, |φ ◦ Fn|C1(Wj) ≤ C|φ|C1(Wj).
Putting the above together,∣∣∣JWjF

n

|DFn|
φ ◦ Fn

∣∣∣
C1(Wj)

≤ C
∣∣∣|DFn|−1JWjF

n
∣∣∣
∞
|φ|C1(W ). (51)

As a consequence, we can estimate the weak norm as follows:∣∣∣∣∫
W

(R(z)nh)φdm

∣∣∣∣ ≤ C‖h‖Bw |z|n∑
j

∣∣∣|DFn|−1JWjF
n
∣∣∣
∞
≤ C‖h‖Bw |z|n,

where we have used (42). This ends the proof of the first claimed inequality in Bw.

Strong stable norm: Given |φ|Cq(W ) ≤ 1, we have∣∣∣∣∫
W

(R(z)nh)φdm

∣∣∣∣ ≤∑
j

∣∣∣∣∣
∫
Wj

h
JWjF

n

|DFn|
φ ◦ Fn dm

∣∣∣∣∣ |z|n
≤
∑
j

∣∣∣∣∣
∫
Wj

hφ̂j dm

∣∣∣∣∣ |z|n +

∣∣∣∣∣
∫
Wj

h
JWjF

n

|DFn|
φ̄j dm

∣∣∣∣∣ |z|n,
(52)

where

φ̂j =
JWjF

n

|DFn|
(φ ◦ Fn − φ̄j), φ̄j = |Wj |−1

∫
Wj

φ ◦ Fn dm.

Proceeding as in (50),

φ ◦ Fn(z)− φ ◦ Fn(w)

d(z, w)q
≤ C|φ|Cq(W )|JWjF

n|q
C1(Wj)

.

Thus, if Hölq(φ) is the Hölder constant of φ, then the distortion bounds (40) together
with the above inequality imply that

Hölq(φ ◦ Fn) ≤ C|JWjF
n|q
C0(Wj)

Hölq(φ).
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As a consequence, using (39) we obtain

|φ ◦ Fn − φ̄j |C0(Wj) ≤ | sup
Wj

φ ◦ Fn − inf
Wj

φ ◦ Fn| ≤ Hölq(φ ◦ Fn)|Wj |q

≤ C|JWjF
n|q
C0(Wj)

Hölq(φ) ≤ C|JWjF
n|q∞ ≤ Cλ−nq.

Next, note that

|φ̂j |Cq(Wj) ≤ |φ ◦ F
n − φ̄j |Cq(Wj)||DF

n|−1JWjF
n|C0(Wj)

+ |φ ◦ Fn − φ̄j |C0(Wj)| |DF
n|−1JWjF

n|Cq(Wj)

≤ 2|φ ◦ Fn − φ̄j |C0(Wj)| |DF
n|−1JWjF

n|∞.

Putting the above together,

|φ̂j |Cq(Wj) ≤ Cλ
−nq||DF |−1JWjF

n|∞,

which together with (52) implies that∣∣∣∣∫
W

(R(z)nh)φdm

∣∣∣∣ ≤ C‖h‖sλ−nq |z|n + C‖h‖Bw |z|n.

Strong unstable norm: Let W, W̃ ∈ Σ ∩ Y`. Using the chart χ`, there is a natural
bijection

v : W̃ →W, v ◦ χ`(g̃(η), η)) = χ`(g(η), η)). (53)

Write F−n(W ) = ∪j∈NWj , F
−n(W̃ ) = ∪j∈NW̃j with Wj , W̃j ⊂ Yn,j and let vj : W̃j →Wj ,

y 7→ F−n ◦ v ◦ Fn(y) be the corresponding bijection between the preimage leaves.
Let φ : W → R and φ̃ : W̃ → R be such that |φ|C1(W ), |φ̃|C1(W̃ ) ≤ 1. Define ψ̃ : W̃ → R

by

ψ̃(y) = φ(v(y))
(JWjF

n |DFn|−1) ◦ F−n(v(y))

(JW̃j
Fn |DFn|−1) ◦ F−n(y)

. (54)

This choice of ψ̃ is such that

d(JWjF
n |DFn|−1 φ ◦ Fn, JW̃j

Fn |DFn|−1 ψ̃ ◦ Fn) = 0,

so that normalising φ and ψ̃ by some factor doesn’t change the distance between these
quantities.

Compute that∣∣∣ ∫
W
R(z)nhφ dm−

∫
W̃
R(z)nhφ dm

∣∣∣
≤|z|n

∑
j

∣∣∣ ∫
Wj

h
JWjF

n

|DFn|
φ ◦ Fn dm−

∫
W̃j

h
JWjF

n

|DFn|
ψ̃ ◦ Fn dm

∣∣∣
+ |z|n

∑
j

∣∣∣ ∫
W̃j

JWjF
n ◦ vj

|DFn|
h(φ̃− ψ̃) ◦ Fn

∣∣∣ dm = S1 + S2.

Now by (39) and (51),

S1 ≤ ‖h‖u|z|n
∑
j

d(Wj , W̃j)||DFn|−1JWjF
n|∞ ≤ Cλ−n‖h‖u|z|n

∑
j

d(Wj , W̃j).
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Recall L > 0 from (36) and that Lu(Yn,j) is the largest unstable length of Yn,j and note
that

d(Wj , W̃j) ≤ C
Lu(Yn,j)

L
d(W, W̃ ).

Hence, renaming C/L to C,

S1 ≤ Cλ−n‖h‖u|z|n
∑
j

Lu(Yn,j) d(W, W̃ ) ≤ Cλ−n‖h‖u|z|nd(W, W̃ ).

For S2, using the definition of ψ̃, we split

(φ̃− ψ̃) ◦ Fn = (φ̃− φ ◦ v) ◦ Fn +
( |DFn|−1JWjF

n ◦ vj
|DFn|−1JW̃j

Fn
− 1
)
φ ◦ v ◦ Fn.

For the first term, (51) gives

|JW̃j
Fn|DFn|−1(φ̃− ψ̃) ◦ Fn|C1(W̃j)

≤ C|JW̃j
Fn|DFn|−1|∞|φ̃− φ ◦ v|C1(W̃ ) (55)

and |φ̃− φ ◦ v|C1(W̃ ) = d(φ̃, φ) ≤ d(W, W̃ ). Using the weak norm and summing over j we
get ∑

j

∣∣∣ ∫
W̃j

JWjF
n ◦ vj

|DFn|
h(φ̃− φ ◦ v) ◦ Fn

∣∣∣ ≤ C‖h‖Bwd(W, W̃ ).

Finally, since
( |DFn|−1JWjF

n◦vj
|DFn|−1JW̃j

Fn
− 1
)
≤ C ′d(W, W̃ ) by (40), using the weak norm and

summing again over j we get

∑
j

∫
W̃j

JWjF
n ◦ vj

|DFn|
hφ ◦ v ◦ Fn

∣∣∣ |DFn|−1JWjF
n ◦ vj

|DFn|−1JW̃j
Fn

− 1
∣∣∣ ≤ C‖h‖Bwd(W, W̃ ). (56)

Thus, S2 ≤ 2C‖h‖Bw |z|nd(W, W̃ ). Putting together the estimates for S1 and S2,

‖R(z)nh‖u ≤ C‖h‖Bλ−n|z|n + C‖h‖Bw |z|n,

and the conclusion follows. �

Proposition 3.2 and Lemma 3.3 imply that R(z) ∈ L(B,B), i.e., Hypothesis (H1)(ii)
holds true. As in [LT16], we note that Proposition 3.2 alone would not suffice. The fact
that a function has a bounded norm does not imply that it belongs to B: for this, it is
necessary to prove that it can be approximated by C1 functions in the topology of the
Banach space.

The proof of Lemma 3.3 holds essentially unchanged also for the operator R(z), thus
R(z) ∈ L(B,B). We can then extend, by denseness, the statement of Proposition 3.2 to
all h ∈ B, whereby proving hypothesis (H5)(i).

3.6 Verifying (H1)(iv) and (H5)(ii)

The following result is an immediate consequence of Lemma 3.2 and the compact embed-
ding stated in Lemma 3.2 (e.g. see [H93]).

Lemma 3.4 For each z ∈ D the operator R is quasi-compact with spectral radius bounded
by |z| and essential spectral radius bounded by |z|λ−q.
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Note that 1 belongs to the spectrum σ(R) of R (since the composition with F is
the dual operator to R and 1 ◦ F = 1). By the spectral decomposition of R it follows
that 1

n

∑n−1
i=0 R

i converges (in uniform topology) to the eigenprojector P associated to the
eigenvalue 1. Recall that µ = P1.

The result below gives the characterization of the peripheral spectrum and it goes the
same with both statement and proof as in [LT16].

Lemma 3.5 [LT16, Lemma 7.6] Let ν ∈ σ(R(z)) with |ν| = 1. Then any associated
eigenvector h is a complex measure. Moreover, such measures are all absolutely continuous
with respect to µ and have bounded Radon-Nikodým derivatives.

Now suppose that Rh = eiθh. Then, by Lemma 3.4, there exists v ∈ L∞(µ) such that
h = vµ. Hence

µ(vφ) = h(φ) = e−iθh(φ ◦ F ) = e−iθµ(vφ ◦ F ) = e−iθµ(φv ◦ F−1)

implies v = eiθv ◦ F µ-almost surely. By similar arguments, if z = eiθ and R(z)h =
R(eiθϕh) = h, then there exists v ∈ L∞(µ) such that veiθϕ = v ◦ F µ-a.e.

Proposition 3.3 Hypotheses (H1)(iv) and (H5)(ii) hold true.

Proof. As the proof of the two hypotheses is essentially the same, we limit ourselves to the
proof of (H5)(ii). The proof below is a slight modification of [LT16, Proof of Proposition
7.9], replacing the map F there with the quotient map F̄ of the map F used here. We
recall that F̄ : Ȳ → Ȳ , where Ȳ = Y/ ∼ with x ∼ y if x, y are on the same stable leaf
W s ∈ Σ (more needed facts about F̄ are recalled and used below). The idea is to show
that a negation of (H5)(ii) for F leads to a similar statement for F̄ , which is known to
be a contradiction, since F̄ is Gibbs Markov11(this is recalled at the end of the present
argument).

Let v : Y → C be a (non identically zero) measurable solution to the equation v ◦F =
eiθϕv µ-a.e. on Y , with θ ∈ (0, 2π). By Lusin’s theorem, v can be approximated in L1(µ)
by a C0 function, which in turn can be approximated by a C∞ function. Hence, there
exists a sequence ξn of C1 functions such that |ξn − v|L1(µ) → 0, as n → ∞. So, we can
write

v = ξn + ρn,

where ‖ρn‖L1(µ) → 0, as n→∞.

Starting from v = e−iθϕv ◦F and iterating forward m times (for some m large enough
to be specified later),

v = e−iθ
∑m−1
j=0 ϕ◦F j (ξn ◦ Fm + ρn ◦ Fm).

Clearly,

|e−iθ
∑m−1
j=0 ϕ◦F jρn ◦ Fm|L1(µ) = |ρn ◦ Fm|L1(µ) = |ρn|L1(µ) → 0, (57)

as n→∞.
Next, put An,m := e−iθ

∑m−1
j=0 ϕ◦F jξn ◦ Fm and let ds be the derivative in the stable

direction. Note that for all n and m

|dsAn,m| ≤ |dsξn|∞|dsFm|.
11see [AD01, page 198] for the definition of Gibbs-Markov maps
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By (37), there exists 0 < τ < 1 such that |dsF | = τ . Hence, for any ε > 0 and any
n ∈ N, there exists m ∈ N such that

|dsAn,m|∞ < ε.

It is then convenient to use Eµ for the expectation with respect to µ and Eµ(· | x) for the
conditional expectation with respect to the σ-algebra generated by the set of admissible
leaves.

Next, we note that the point x̄ ∈ Ȳ can be written as x̄ = W s(x). With this notation,
the previous displayed equation implies that |An,m(x, y)−Eµ(An,m | x̄)| ≤ ε. For arbitrary
ψ ∈ L∞(µ), we can then write

E(ψv) = Eµ(ψAn,m) +O(ε) = Eµ(ψEµ(An,m | x̄)) +O(ε)

= Eµ(Eµ(ψ | x̄)An,m) +O(ε) = Eµ(ψEµ(v | x̄)) +O(ε).

Since ε and ψ are arbitrary, it follows that v = Eµ(v | x̄).
Finally, recall the projection map π : Y → Ȳ , π ◦F = F̄ ◦π and write ϕ̄◦π = ϕ. Since

v = Eµ(v | x̄), there exists v̄ : Ȳ → C such that v̄ ◦ π. Thus, v ◦ F = eiθϕv is equivalent
to v̄ ◦ F̄ ◦ π = eiθϕ̄◦πv̄ ◦ π. So, v̄ ◦ F̄ = eiθϕ̄v̄. But since F̄ is Gibbs Markov, this equation
has only the trivial solution v = 0 (see [AD01, Theorem 3.1]). �

3.7 Verifying (H4): bounds for ‖Rn‖B.
Lemma 3.6 There is C > 0 such that ‖Rn‖B ≤ Cm(ϕ = n) for all n ∈ N.

Proof. Note that ϕ is constant on each element of Y1. Thus, given W ∈ Σ we can index
the leaves in F−1(W ) as Wn = F−1(W )∩{ϕ = n}. Let φ ∈ Cq be such that |φ|Cq(W ) ≤ 1.
Using (42) we compute that∣∣∣ ∫

W
(Rnh)φdm

∣∣∣ ≤ ∣∣∣∣∫
Wn

h| |DFn|−1JWnF |φ ◦ F dm
∣∣∣∣

≤ ‖h‖s
∣∣|DFn|−1JWnF

∣∣
Cq(Wn)

≤ Cm(ϕ = n).

Hence, ‖Rn‖s ≤ Cm(ϕ = n). By the same argument (with q = 1), ‖Rn‖Bw ≤ Cm(ϕ = n).
The estimate for the unstable norm follows by the argument used in the proof of Propo-

sition 3.2 (for estimating the unstable norm). We sketch the argument for completeness.
Let W, W̃ ∈ Σ ∩ Yj , for some j ≥ 1. As above, write Wn = F−1(W ) ∩ {ϕ = n} and
W̃n = F−1(W̃ ) ∩ {ϕ = n}. Let |φ|C1(Yj) ≤ 1. Compute that (with vn and ψ̃ analogous to
(53) and (54))∣∣∣ ∫

W
(Rnh)φdm−

∫
W̃

(Rnh)φdm
∣∣∣ ≤∣∣∣ ∫

Wn

h
JWnF

|DF |
φ ◦ F dm−

∫
W̃n

h
JWnF

|DF |
ψ̃ ◦ F dm

∣∣∣
+
∣∣∣ ∫

W̃n

JWnF ◦ vn
|DF |

h(φ̃− ψ̃) ◦ F
∣∣∣ dm = S1 + S2.

By the argument used in the proof of Proposition 3.2 together with (42),

S1 ≤ ‖h‖ud(Wn, W̃n)||DF |−1JWnF |∞ ≤ C‖h‖um(ϕ = n)d(W, W̃ ),
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where we have used that d(Wn,W̃n)

d(W,W̃ )
≈ Lu(Yn)

L ≤ Cm(ϕ = n), the last inequality being

guaranteed by (42). Finally, using the analogues of (55) and (56) (for a single term in
each), we find∫

W̃n

JWnF ◦ vn
|DF |

h(φ̃− ψ̃) ◦ F dm ≤ C‖h‖Bw |JW̃n
F |DF |−1|∞|φ̃− φ ◦ v|C1(W̃ )

+ C‖h‖Bw |JW̃n
F |DF |−1|∞d(W, W̃ )

≤ 2C‖h‖Bwµ(ϕ = n)d(W, W̃ ).

Combining these estimates we find S2 ≤ C‖h‖cBwm(ϕ = n)d(W, W̃ ), ending the proof. �
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